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1.2 1

81 Invariant Functions and Covariants

In this paragraph we recall some elementary facts from algebraic geometry and from rep-
resentation theory. Moreover, we give the basic notions of invariant theory like the ring of
invariants and the module of covariants, and explain a number of easy examples. Finally, we
describe two important Finiteness Theorems for the ring of invariant polynomial functions on
a representation space W of a group G. The first one goes back to HILBERT and states that
the invariant ring is finitely generated in case where the linear representation of G on the
coordinate ring of W is completely reducible. The second is due to E. NOETHER and shows
that for a finite group G the invariant ring is generated by the invariants of degree less or
equal to the order of the group G.

1.1 Polynomial functions. In the following K will always denote an infinite
field. Let W be a finite dimensional K-vector space. A function f: W — K is
called polynomial or regular if it is given by a polynomial in the coordinates
with respect to a basis of W. It is easy to see that this is independent of the
choice of a coordinate system of W. We denote by K[W] the K-algebra of
polynomial functions on W which is usually called the coordinate ring of W or
the ring of reqular functions on W. If wy, ... ,w, is a basis of W and =1, ... ,x,
the dual basis of the dual vector space W* of W, i.e., the coordinate functions,
we have K[W]| = K[xy,...,z,]. This is a polynomial ring in the x; because
the field K is infinite (see the following exercise).

Exercise 1. Show that the coordinate functions z1,...,z, € K[W] are
algebraically independent. Equivalently, if f(a1,az,...,an) = 0 for a poly-
nomial f and all a = (a1,a2,...,a,) € K" then f is the zero polynomial.

(Hint: Use induction on the number of variables and the fact that a non-zero
polynomial in one variable has only finitely many zeroes.)

A regular function f € K[W] is called homogeneous of degree d if f(tw) =
tdf(w) for all t € K, w € W. Thus K[W] = ®¢K[W], is a graded K-algebra
where K[W],; denotes the subspace of homogeneous polynomials of degree d.
(Recall that an algebra A = @;A; is graded if the multiplication satisfies A;A4; C
A, ;). Choosing coordinates as above we see that the monomials e Padz .. g

such that dy + dy + -+ 4+ d,, = d form a basis of K[W]y.

We have K[W]; = W* and this extends to a canonical identification
of K[W]q with the dth symmetric power S (W*) of W*:

K[W] =P EW]a=@Ps' (W) =s(w™)

where S(W*) is the symmetric algebra of W*.

1.2 Invariants. As usual, we denote by GL(W) the general linear group, i.e.,
the group of K-linear automorphisms of the K-vector space W. Choosing a
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basis (w1, wa, ... ,wy,) of W we can identify GL(W) with the group GL, (K) of
invertible n X n matrices with entries in K in the usual way: The ¢th column of
the matrix A corresponding to the automorphism g € GL(W) is the coordinate
vector of g(w;) with respect to the chosen basis.

Now assume that there is given a subgroup G C GL(W) or, more
generally, a group G together with a linear representation on W, i.e., a group
homomorphism

p: G — GL(W).

The corresponding linear action of G on W will be denoted by (g, w) — gw :=
plg)w (g € G, w € W), and we will call W a G-module. In the following,
representations of groups will play a central role. We assume that the reader is
familiar with the basic notion and elementary facts from representation theory.
(See Appendix A for a short introduction.)

Exercises

2. Let p: G — GL(W) be a finite dimensional representation and p*: G —
GL(W™) the dual (or contragredient) representation, i.e., p*(g)(A\)w :=
Mp(g) "t w), A € W*, w € W. Choosing a basis in W and the dual basis in
W™ one has the following relation for the corresponding matrices A = p(g)
and A* = p*(g): A* = (A™1)".

3. Show that the natural representation of SLa(K) on K? is selfdual (i.e.,
equivalent to its dual representation) by finding an invertible matrix S such

that (A~")" =S AS™ for all A € SLo.

Definition. A function f € K[W] is called G-invariant or shortly invariant if
flgw) = f(w) for all g € G and w € W. The invariants form a subalgebra of
K[W] called invariant ring and denoted by K[W]%.

Recall that the orbit of w € W is defined to be the subset Gw := {gw | g €
G} C W and the stabilizer of w it the subgroup G, :={g € G | gw = w}. It is
clear that a function is G-invariant if and only if it is constant on all orbits of
G in W. A subset X C W is called G-stable if it is a union of orbits, i.e., if one
has gr € X forallz € X, g € G.

Exercise 4. The natural representation of SLy (and GL2) on K 2 has two
orbits. The stabilizer of e; := (1,0) is U := {(é ) }s € K}, the subgroup
of upper triangular unipotent matrices. For any other point (z,y) # (0,0)
the stabilizer is conjugate to U.

There is another way to describe the invariant ring. For this we consider the
following linear action of G on the coordinate ring K [W], generalizing the dual
representation on the linear functions (see Exercise 2):
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(9. f) = gf, gf(w):=f(g~'w) for g€ G, fe K[W], weW.

This is usually called the regular representation of G on the coordinate ring.
(The inverse g—! in this definition is necessary in order to get a left-action
on the space of functions.) Clearly, a function f is invariant if and only if it
is a fized point under this action, i.e., gf = f for all g € G. This explains
the notation K[W] for the ring of invariants. Moreover, it follows from the
definition that the subspaces K[W]y are stable under the action. Hence, the
invariant ring decomposes into a direct sum K[W]¢ = @4K[W]$ and thus is
a graded K-algebra, too.

Exercise 5. Consider the linear action of GL2 on K[z,y] induced by the
natural representation of GLy on K?2.
(a) What is the image of  and y under (¢ Y) € GL2(K)?
(b) Show that K[z, y]*"? = K[z,y]°" = K.
(c) Show that K[z,y]Y = K|y] where U C SLz is the subgroup of upper
triangular unipotent matrices (see Exercise 4).

Example 1. We start with the two-dimensional representation of the multi-

plicative group K* := GL1(K) on W = K? given by t (8 t91). Then the
invariant ring is generated by zy: K[W]X = K[zy]. In fact, the subspaces

Kz%® C K[W] are all stable under K*, and t(z%y") = t*=2x%".

Example 2. Next we consider the special linear group SL, (K), i.e., the sub-
group of GL,,(K) of matrices with determinant 1, and its representation on the
space M, (K) of n x n-matrices by left multiplication: (g, A) — gA, g € SL,,
A € M,,(K). Clearly, the determinant function A — det A is invariant. In fact,
we claim that the invariant ring is generated by the determinant:

K[M,]%! = K|[det].

OUTLINE OF PROOF: Let f be an invariant. Define the polynomial p € K]t
t

by p(t) == f(| '

because A can be written in the form

det A

). Then f(A) = p(det A) for all invertible matrices A,

A=g ) where ¢ € SL,,(K)
1

and f is invariant. We will see in the next section that GL,, (K) is ZARISKI-dense
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in M,,(K) (Lemma 1.3) which implies that f(A) = p(det A) for all matrices A.
Thus f € K[det]. O

Exercises

6. Determine the invariant rings K[Mz(K)]Y and K[M2(K)]" under left
multiplication by the subgroup U of upper triangular unipotent matrices
(see Exercise 4) and the subgroup T := {(é t91 ) }t € K*} of diagonal ma-
trices of SLo.

7. Let T,, C GL,(K) be the subgroup of invertible diagonal matrices. If
we choose the standard basis in V' := K™ and the dual basis in V* we can
identify the coordinate ring K[V @& V™| with K[z1,... ,2n,(1,. .. , (). Show
that K[V@V*]Tn = Kl[z1(1,x2(2, ... ,Tn(,]. What happens if one replaces
T,, by the subgroup T}, of diagonal matrices with determinant 17?

(Hint: All monomials in K[z1,...,2n,(i,...,(n] are eigenvectors for 7T5,.)

Example 3. Let S,, denote the symmetric group on n letters and consider the
natural representation of S,, on V' = K™ given by o(e;) = €,;), or, equivalently,

O'(.CCl, Loy ... ,.’Bn) = (.’13071(1),.'13071(2), e ,.’,ngl(n)).

As above, S,, acts on the polynomial ring K[x1,xs,...,2,] and the invariant
functions are the symmetric polynomials:

Klz1,...,x,)°" = {f | f(xs1),...) = f(xq,...) forall o0 € Sy, }.

It is well known and classical that every symmetric function can be expressed

uniquely as a polynomial in the elementary symmetric functions o1, 09,...,0,
defined by

o1 = T1t+T2+ -+ 2y,

Oy = X1X2+T1T3+ - Tp_1Tn,

Ok = E Liy Lig ** " Lig

1y <dg <<l

Op — X1X2:*Tp.

We will give a proof of this below.

Proposition. The elementary symmetric functions o1,03,...,0, are alge-
braically independent and generate the algebra of symmetric functions:

Klxy, 2o, ... ,mn]S” = K[o1,09,...,0p].
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PROOF: We proof this by induction on n. Let ¢,0%, ... ,0/,_; denote the ele-
mentary symmetric functions in the variables x1,xs,... ,2,_1. Then

o1 = 0]+ Ty,

o9 = aé + xnai,

On—-1 = 0-7/1—1 + xno-’;l,—27

On = .’Bna';_l,
hence o; € K|o{,...,0l,_1,%n]. Assume that the o;’s are algebraically depen-
dent and let F'(01,09,...,0,) = 0 be an algebraic relation of minimal degree.
Setting z,, = 0 we obtain the relation F(o},05,...,0/,_1,0) = 0 between the

o., hence F(z1,...,2n-1,0) = 0 by induction. This implies that F' is divisible
by z,, which contradicts the minimality.

Now let f € Klzy,...,x,| be a symmetric polynomial. Since every
homogeneous component of f is symmetric, too, we can assume that f is homo-
geneous of some degree N. If we write f in the form f =Y, fi(z1,...,Zn_1)7},
then all f; are symmetric in z1,...,2,_1 and so, by induction,

fi€e Kloy,...,o0 1] CKlo1,...,00, %]

Thus f has the form f = p(o1,...,0,) +xnh(01,... 04, x,) with two polyno-
mials p and h. Again we can assume that p(oy,...,0,) and h(o1,... , 04, 2y)
are both homogeneous, of degree N and N —1, respectively. It follows that f —p
is again homogeneous and is divisible by x,,. Since it is symmetric, it is divisible
by the product z,zs - - - Tp, i.e. f —p = o, f with a symmetric polynomial f of
degree at most N — n. Now the claim follows by induction on the degree of f.

O

Exercises

8. Consider the following symmetric functions n; := xJ + x} + --- 4 27,
called power sums or NEWTON functions.
(a) Prove the following formulas due to NEWTON:

(—1)j+1j0'j =n; —oinj—1+02Nj—2 — -+ (_1)3‘710_]__1”1
forall j=1,... ,n.
(Hint: The case j = n is easy: Consider f(t) := [[.(t — ;) and calculate
Zi f(x;) which is equal to 0. For j < n, the right hand side is a symmetric
function of degree < j, hence can be expressed as a polynomial in o1, ... , ;.
Now put zj41 = ... = x» = 0 and use induction on n. Another proof can
be found in [Wey46].)
(b) Show that in characteristic 0 the power sums ni,no,... ,n, generate
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the symmetric functions.

9. From the natural representation of GLo(K) on W := K? we get a linear
action of GL2(K) on the coordinate ring K[W] = K|z, y| (cf. Exercise 5). If
char K = 0 then the representations of SLz on the homogeneous components
Vi = K[z,y]n (n =0,1,...) are all irreducible.

The V,, are the classical binary forms of degree n.

10. Show that a representation p: G — GL(W) is selfdual if and only if
there exists a G-invariant non-degenerate bilinear form B: W x W — K.
Use this to give another solution to Exercise 3.

11. Let f =" ja'y" " and h =" b;z’y" 7 be two binary forms
1= ]—0

of degree n (see Exercise 9). Show that for suitable ~o,...,v, € Q the

bilinear form B(f,h) := ~voaobn + v1 a1bn-1 + -+ + Y anbo on V,, x V,,

is SLo-invariant and non-degenerate. In particular, all the V;, are selfdual

representations of SLs.

1.3 ZAriskI-dense subsets. For many purposes the following notion of “den-
sity” turns out to be very useful.

Definition. A subset X of a finite dimensional vector space W is called
ZARISKI-dense if every function f € K[W] which vanishes on X is the zero
function. More generally, a subset X C Y (C W) is called ZARISKI-dense in Y
if every function f € K[W] which vanishes on X also vanishes on Y.

In other words every polynomial function f € K[W] is completely determined
by its restriction f|x to a ZARISKI-dense subset X C W. Denote by I(X) the
ideal of functions vanishing on X C W:

I(X):={fe K[W]| f(a) =0 for all a € X }.

I(X) is called the ideal of X. Clearly, we have I(X) = () ,cx Ma Where mg, =
I({a}) is the the maximal ideal of functions vanishing in a, i.e., the kernel of the
evaluation homomorphism €,: K[W] — K, f+ f(a). It is called the mazimal
ideal of a. (Choosing coordinates we get m, = (x1—a1,z2—as,... ,Tp—ay,).) It
is clear from the definition above that a subset X C Y (C W) is ZARISKI-dense
in Y if and only if I(X) = I(Y).

Remark. Let X C Y be two subsets of the K-vector space W. For every field
extension L/K we have W C Wy, := L@y W. If X is ZARISKI-dense in Y it is
not a priori clear that this is also the case if X and Y are considered as subsets
of Wr. In order to prove this it suffices to show that L @k Ix(X) = I(X).
This is obvious if X is a point, hence I (X) = m,. The general case follows
from the description of I(X) above as an intersection of maximal ideals (using
Exercise 12).
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Exercises

12. Let V be a K-vector space, not necessarily finite dimensional, let L/K
be a field extension and U; C V (i € I) a family of subspaces. Then

Lok () = \Lox i) CLex V.
el i€l

13. Let £ C K be an infinite subfield. Then k™ is ZARISKI-dense in K.

A subset X C W defined by polynomial equations is characterized by the
property that it is not ZARISKI-dense in any strictly larger subset. We call such
a subset ZARISKI-closed and its complement ZARISKI-open.

Lemma. Let h € K[W] be a non-zero function and define Wy, := {w € W |
h(w) # 0}. Then W}, is ZARISKI-dense in W.

PRrOOF: In fact, if f vanishes on W}, then fh vanishes on W, hence fh = 0.
Since h is nonzero we must have f = 0. O

A typical example of a ZARISKI-dense subset is GL,, (K) = M,,(K)get € M, (K).
It was used in the Example 2 of the previous section 1.2.

Exercise 14. Let £ C K be an infinite subfield. Then GL, (k) is ZARISKI-
dense in GL, (K). Moreover, SL,, (k) is ZARISKI-dense in SL, (K).
(Hint: The first statement follows from Exercise 13 and the Remark above.

det A -1
For the second statement use the map A — ( ! ) A.)

Example. Let W be a G-module and assume that G has a ZARISKI-dense
orbit in W. Then every invariant function is constant: K[W]¢ = K. A typical
example is the natural representation of SL(V') on

Vi=VeVe. .oV

r times

for r < dim V = n. In fact, using coordinates this corresponds to left multipli-
cation of the n x r-matrices by SL,,.

In 1.2 Example 2 we have seen that for » = n the invariants are generated by
the determinant function det. This implies again that there are no non-constant
invariants for r < n because the restriction of det to the n x r-matrices vanishes
for r < n. (We use here the fact that every invariant of » < n copies is a
restriction an invariant on n copies; cf. Exercise 27 in 1.5).

The general problem of describing the invariants for arbitrary r is solved by
the First Fundamental Theorem for SL,,. We will discuss this in §7 and §8 (see
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7.5 and 8.4).

Exercises

15. Let X C Y C W and assume that X is ZARISKI-dense in Y. Then the
linear spans (X) and (Y') are equal.

16. Let H C G C GL(W) be subgroups and assume that H is ZARISKI-
dense in G. Then a linear subspace U C W is H-stable if and only if it is
G-stable. Moreover, we have K[W]¥ = K[W]°.

17. Show that K[V @ V*]°MY) = K|q] where the bilinear form ¢ is defined
by q(v, () := ((v) (cf. Exercise 7).

(Hint: The subset Z := {(v,() | {(v) # 0} of V & V™ is ZARISKI-dense. Fix
a pair (vo, (o) such that (o(vo) = 1. Then for every (v,{) € Z there is a
g € GL(V) such that g(v, () = (vo, Ao) where A = ((v).)

1.4 Covariants. Let W,V be two (finite dimensional) vector spaces over K. A
map p: W — V is called polynomial or a morphism if the coordinate functions
of ¢ with respect to some basis of V' are polynomial functions on W. It is obvious
that this does not depend on the choice of the basis. As an example consider
the canonical map from W to the r-fold tensor product W@ W ®---Q W given
by w— w® w ® ---®w or the canonical map from W to the rth symmetric
power S” W given by w — w".

Given a morphism ¢: W — V every polynomial function f on V
determines—by composition—a polynomial function ¢*(f) := f o on W.
Thus, we obtain an algebra homomorphism ¢*: K[V] — K[W] called the co-
morphism of ¢ which completely determines the morphism ¢: Choosing coor-
dinates in V' we can identify V' with K™ and K[V] with K[y, 92, ... ,yn] and
then the ith component of ¢: W — K™ is given by ¢; = ¢©*(y;).

Exercises

18. The map ¢ — ¢* defines a bijection between the set of morphisms
W — V and the set of algebra homomorphisms K[V] — K[W]. Moreover,
the following holds:

(a) If : V — U is another morphism then (i o p)* = p* o ¢p™.
(b) ¢™ is injective if and only if the image (W) is ZARISKI-dense in V.
(c) If p* is surjective then ¢ is injective.

19. Let ¢: V — W be a morphism of vector spaces and let X C Y C V
be subsets where X is ZARISKI-dense in Y. Then ¢(X) is ZARISKI-dense in

p(Y).
20. A morphism ¢: W — V is called homogeneous of degree d if p(Aw) =
Mo(w) for all w € W, A € K (cf. 1.1).
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(a) ¢ is homogeneous of degree d if and only if p*(V*) C K[W]4. Equiv-
alently, all components of ¢ with respect to any basis of V' are homo-
geneous functions of the same degree.

(b) Every morphism can be uniquely written as a sum of homogeneous
morphisms. (The summands are called the homogeneous components
of .)

21. Denote by K[SLs] the algebra of functions f|sr., where f is a polynomial
function on Ms.

(a) Show that the kernel of the restriction map res: K[Ma] — K[SLo] is

the ideal generated by the determinant det:
K[SL:] = Kla,b,&,d] < Kla,b,c,d]/(ad — bc — 1).

(Hint: Assume first that K is algebraically closed. The general case fol-
lows by showing that SL2(K) is ZARISKI-dense in SLa(K); see Exercise
14.)

(b) The subgroup U C SLs of upper triangular unipotent matrices (Exer-
cise 4) acts on SLg by left multiplication. Show that K[SLs]Y = K|c, d].

22. The orbit map SL: — K?, g — ge1 (see Exercise 4) identifies the

(regular) functions on K? with the U-invariant functions on SLy where U
1

acts on SLy by right multiplication: (u, g) — gu™".
Now assume that W and V are both G-modules. Generalizing the notion of
invariant functions we introduce the concept of equivariant morphisms, i.e.,
polynomial maps ¢: W — V satisfying ¢(gw) = gp(w) for all g € G,w € W,
which leads to the classical concept of covariants (or concomittants).

Definition. Let W and V be two G-modules. A covariant of W of type V is
a G-equivariant polynomial map ¢: W — V.

Examples 1. Both examples mentioned above, W - W @ W ® --- @ W and
W — S" W are covariants with respect to the group GL(W).

Another example arises from matrix multiplication: Consider the action of
GL,,(K) on the n x n-matrices M,, := M,,(K) by conjugation. Then the power
maps A — A? are covariants of type M,,.

Working with covariants rather than only with invariants offers a num-
ber of interesting new constructions. For instance, covariants can be composed
(see Exercise 18). In particular, if ¢: W — V is a covariant and f € K[V]% an
invariant then the composition f o ¢ is an invariant of W. Another construc-
tions arises in connection with tensor products. Let Vi, V5 be two G-modules
and let p: V1 ® Vo — U be a linear projection onto some other G-module U.
For example, assume that the tensor product V; ® V5 is completely reducible
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and that U is a direct summand. If ¢, po are covariants of type V; and Vs,
respectively, then we obtain a covariant (@1, p2)y of type U by composing in
the following way:

(o1, 00)0: W 222 sy, vV, B U

This construction is classically called transvection (in German: Uberschiebung).
It was an important tool in the 19th century invariant theory of binary forms.
We will discuss this in detail in the last chapter.

Example 2. Assume char K # 2 and consider the standard representation of
SLyon V =K2 Then V®V =S>V @ K and the projection p: V@V — K
is given by (z1,22) ® (y1,y2) — T1y2 — y122. Given two covariants ¢, 1) of type
V' we thus obtain an invariant by transvection: (¢, )k = @112 — pai)7.

A special case of this construction is the multiplication of a covariant ¢: W — V
with an invariant f € K[W] which is again a covariant of type V', denoted by
fe. In this way we see that the covariants of a fixed type form a module over
the ring of invariants.

Example 3. For the group GL,, (K) an interesting example arises from matrix
multiplication (which can be considered as a linear projection p: M, ® M,, —
M,,): For any GL,-module W two covariants of type M, can be multiplied.
Thus the covariants of type M,, form even a (non-commutative) algebra over
the ring of invariants.

Given a covariant ¢: W — V of type V the comorphism ¢* defines—
by restriction—a G-homomorphism V* — K[W]: A — X o ¢, which we also
denote by ¢* . Clearly, the comorphism and hence ¢ is completely determined
by this linear map.

Proposition. Let W and V' be G-modules. The covariants of W of type V' are
in bijective correspondence with the G-homomorphisms V* — K[W].

PRroOF: By standard properties of the polynomial ring we know that the algebra
homomophisms K[V] — K[W] are in 1-1 correspondence with the K-linear
maps V* — K[W]. Thus, there is a natural bijection between the morphisms
W — V and the linear maps V* — K[W] (see Exercise 18) which clearly
induces a bijection between the subset of G-equivariant morphisms and the
subset of G-homomorphisms. O

This proposition shows that the study of covariants of a given G-module W
which was an important task in the classical literature corresponds in our mod-
ern language to the determination of the G-module structure of the coordinate
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ring K[W].

Exercises

23. Let ¢ be a covariant of type V. Then every homogeneous component
is again a covariant of type V' (see Exercise 20).

24. Let G be GL(W) or SL(W). Show that the only covariants of W of
type W are the scalar multiplications ¢ -id: W — W, t € K.

25. Let W be a representation of SLz and let U the subgroup of upper
triangular unipotent matrices. There is an isomorphism K[W @ K25 5
K[W]Y given by f + f where f(w) := f(w, (1,0)).

(Hint: The inverse map is constructed in the following way: For h € K[W]Y
define F: W x SLs — K by F(w,g) := h(g”'w). Then (a) F(w,gu) =
F(w,g) for all w € U and (b) F(hw,hg) = F(w,g) for all h € SLy. It
follows from (a) that F' defines a function F' on W x K? (see Exercise 22)
which is SLo-invariant by (b).)

1.5 Classical Invariant Theory. One of the fundamental problems in Clas-
sical Invariant Theory (shortly CIT) is the following:

Problem. Describe generators and relations for the ring of invariants K[W1¢.

This question goes back to the 19th century and a number of well-known mathe-
maticians of that time have made important contributions: BOOLE, SYLVESTER,
CAYLEY, HERMITE, CLEBSCH, GORDAN, CAPELLI, HILBERT. We refer the
reader to some classical books on invariant theory, like GORDAN’s “Vorlesun-
gen” [Gor87], “The algebra of Invariants” by GRACE and YOUNG [GrYO03],
WEITZENBOCK’s “Invariantentheorie” [Wei23] and of course the famous “Clas-
sical Groups” of WEYL [Wey46] (see also [Gur64] and [Sch68]). Many impor-
tant notions from modern algebra, like Noetherian Theory, Hilbert’s Syzy-
gies, the “Basissatz” and the “Nullstellensatz”, were introduced in connec-
tion with this problem. Modern treatments of the subject can be found in the
books of DIEUDONNE-CARRELL [DiC70], FOGARTY [Fog69], KRAFT [Kra85]
and SPRINGER [Spr77].

One of the main general results in this context is the so called First
Fundamental Theorem (shortly FFT). It says that the simultaneous invariants
of a large number of copies of a given representation W can all be obtained from
n copies by “polarization” where n = dim W. We will discuss this in detail in
the following paragraphs. There is also a Second Fundamental Theorem (SFT)
which makes some general statements about the relations. We will say more
about this in the second and the third chapter.

Exercises 26. Let the group Z> = {id,o} act on the finite dimensional
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K-vector space V by o(v) = —v (char K # 2). Determine a system of
generators for the ring of invariants K[V]° = K[V]*2.

(Hint: The invariants are the polynomials of even degree.)

27. Let W be a G-module and V' C W a G-stable subspace. Assume that
V has a G-stable complement: W = V @ V'. Then every invariant function
f € K[V]€ is the restriction f|y of an invariant function f € K[W].

Use the subgroup U C SL2 (Exercise 4) to show that the claim above does
not hold for every stable subspace V.

28. Consider the two finite subgroups
Cn = {(gcgl) ’Cn = 1} and Dgn = CQnU (Plé) 'Czn

of SL2(C). Find generators and relations for the invariant rings Clz,y]°™

and Clz, y]D%.

29. Let L/K be a field extension. For any K-vector space V we put Vi, :=

V ®k L. If G is a group and V a G-module then V7, is also a G-module.

(a) Show that V.¢ = (V).

(b) For the invariants we have L[V]¢ = L @k K[V]®. In particular, a
subset S C K[V]® is a system of generators if and only if it generates
L[V]€.

(¢) If U C V is a G-submodule and if Uy, has a G-stable complement in
Vi, then U has a G-stable complement in V.

(Hint: Consider the natural map Hom(V,U) — Hom(U,U) and use
that Hom(VL, WL) = Hom(V, W)L)

(d) If the representation of G on Vi, is completely reducible then so is the
representation on V.

Remark. In general, we work over an arbitrary (infinite) field K. But some-
times it is convenient to replace K by its algebraic closure K and to use
geometric arguments. We have already seen above that for a representation
p: G — GL(W) on a K-vector space W we always have

K @g KW = K[Wg]¢ where Wi := K @x W

(Exercise 29). On the right hand side of the equation we can even replace G by
a larger group G with a representation p: G — GL(Wg) provided that p(G) is
ZAriskI-dense in 5(G) (see 1.3 Exercise 16; cf. Remark 1.3). A typical example
is G = GL,(K) (or SL,(K)) and G = GL,(K) (or SL,(K)) (cf. 1.3 Exercise

14).

1.6 Some Finiteness Theorems. One of the highlights of the 19th century
invariant theory was GORDAN’s famous Theorem showing that the invariants
(and covariants) of binary forms (under SLjy) are finitely generated ([Gor68]).
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His proof is rather involved and can be roughly described as follows: He gives
a general inductive method to construct all invariants, and then he shows that
after a certain number of steps the construction does not produce any new
invariant. Thus, the finite number of invariants constructed so far form a system
of generators.

It was already clear at that time that it will be very difficult to gener-
alize GORDAN’s method to other groups than SLsy. So it came as a big surprise
when HILBERT presented in 1890 his general finiteness result for invariants,
using completely new ideas and techniques ([Hil90], [Hil93]). In the following
we give a modern formulation of his result, but the basic ideas of the proof are
HILBERT’s.

Theorem 1 (HILBERT). Let W be a G-module and assume that the repre-
sentation of G on the coordinate ring K[W] is completely reducible. Then the
invariant ring K[W| is finitely generated.

OUTLINE OF PROOF: Since the representation of G on K|[W] is completely re-
ducible there is a canonical G-equivariant linear projection R: K[W] — K[W]¢
which is the identity on K[W]¢. This projection is usually called REYNOLDS
operator (see Exercise 30 below). It is easy to see that R(hf) = hR(f) for
h € KIW|9, f € K[W]. It follows that for every ideal a C K[W] we have
R(K[W]a) = K[W]an K[W]% = a. Now we start with the homogeneous max-
imal ideal my := ©gsoK[W]S of K[W]Y. By HILBERT’s Basis Theorem (see
[Art91]) the ideal K[W]mg of K[W] is finitely generated, i.e., there are homo-
geneous polynomials f1,..., fs € mg such that K[W]mg = (f1,..., fs). But
then mg = R(K[W]mg), as an ideal of K[W|]%, is also generated by fi,..., fs.
Now it is not difficult to show that any homogeneous system of generators of
my is also a system of generators for the invariant ring K[W]¢ (see Exercise 31
below). O

The proof above shows that the invariant ring K[W]¢ is Noetherian,
i.e., every ascending chain of ideals becomes stationary, or equivalently, every
ideal is finitely generated.

Exercises

30. Let A be a (commutative) algebra and let G be a group of algebra au-
tomorphisms of A. Assume that the representation of G on A is completely
reducible. Then the subalgebra A€ of invariants has a canonical G-stable
complement and the corresponding G-equivariant projection p: A — A%

satisfies the relation p(hf) = hp(f) for h € A%, f € A.
31. Let A = @®;>0A; be a graded K-algebra, i.e., A;A; C Aiy;. Assume that
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the ideal A1 := @®;>04; is finitely generated. Then the algebra A is finitely
generated as an algebra over Ag. More precisely, if the ideal AT is generated
by the homogeneous elements a1, as, ... ,a, then A = Agla1,as,... ,an].

This result of HILBERT can be applied to the case of finite groups G as long as
the characterstic of K is prime to the order of G (Theorem of MASCHKE, see
[Art91] Chap. 9, Corollary 4.9). In characteristic zero there is a more precise
result due to EMMY NOETHER ([Noel6], 1916) which gives an explicit bound
for the degrees of the generators.

Theorem 2 (E. NOETHER). Assume char K = 0. For any representation W
of a finite group G the ring of invariants K[W]® is generated by the invariants
of degree less or equal to the order of G.

PROOF: Choose a basis in W and identify K[W] with the polynomial ring
Klzy,22,...,x,]. For any n-tuple p = (p1, o, . . . , ptr) of non-negative integers
define the following invariant:

= Y glattale ),
geG

Now let f =3 a,x}'x5® - zh» be any invariant. Then |G| - f =3 ,9f =
>, Aujp- Thus we have to show that K [W]¢ is generated by the j,’s where
|| := p1 4+ -+ pyn < |G|. For that purpose consider the following polynomials
p; where j € N:

Pi(T1, e Ty 21, e 5 2n) 1= Z(gxl-zl + 9ozt -+ gy - 2.
geG

Clearly, we have p; = Z|p\:j Jp - 225 - zfn . By Exercise 8 we see that each
p; with j > |G| can be expressed as a polynomial in the p;’s for i < |G|. This
implies that the invariants j, for |p| > |G| can be written as polynomials in the
Ju’s where p < |G|, and the claim follows. O

In connection with this result SCHMID introduced in [Sch89, Sch91]
a numerical invariant 5(G) for every finite group G. It is defined to be the
minimal number m such that for every representation W of G the invariant
ring K[W]% is generated by the invariants of degree less or equal to m. By
NOETHER’s Theorem above we have 8(G) < |G|. ScHMID shows (loc. cit.) that
B(G) = |G| if and only if G is cyclic. In general, it is rather difficult to calculate
B(G), except for small groups. For example,

B(Z)2x 7)2) =3, B(Ss)=4, B(Si)=10. B(Dan) =n+1



1.6 Some Finiteness Theorems 15

where D,,, denotes the dihedral group of order 2n. For the symmertic group
S, we can find a lower bound by looking at large cyclic subgroups. Denote by
~(n) the maximal order of an element of S,,. Then we have

B(S,n) >~(n) and Invy(n)~Vnlnn

where f(n) ~ g(n) means that lim, % = 1 (see [Mil87]). In particular,
B(S,) grows more rapidly than any power of n.
For finite abelian groups G the invariant S(G) coincides with the so-

called DAVENPORT constant ([GeS92], see Exercise 32 below).

Exercises (The results of the following two exercises are due to SCHMID
[Sch89, Sch9l].)

32. Let G be a finite abelian group (written additively). Define the DAv-
ENPORT constant §(G) to be the length m of the longest non-shortable
expression

0O=g1+g2+ - +9gm, g €G.

(“Non-shortable” means that no strict non-empty subset of the g;’s has sum
zero. )

(a) Show that 0(G) = B(G).

(b) Show that §(G) = |G| if and only if G is cyclic.

(c) Calculate 6((Z/2)™).

33. Let H C G be a subgroup. Then 3(G) < [G : H|B(H). If H is normal
then B(G) < B(H)B(G/H).
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§2 First Fundamental Theorem for
the General Linear Group

We discuss the so-called First Fundamental Theorem for GL, which describes a minimal
system of generators for the “invariants of p vectors and ¢ covectors”, i.e., the invariant
polynomial functions on p copies of the vector space V and q copies of the dual space V*
with respect to the natural linear action of GL(V'). This result has an interesting geometric
interpretation.

Then we study the invariants of several copies of the endomorphism ring End(V) under
simultaneous conjugation and describe a set of generators. This gives the First Fundamental
Theorem for Matrices. We will see in §4 that the two First Fundamental Theorems are
strongly related.

2.1 Invariants of vectors and covectors. Let V be a finite dimensional
K -vector space. Consider the representation of GL(V') on the vector space

W=Vo - oVaV' e oV =V’ oV,

v~ N~

p times q times

consisting of p copies of V' and ¢ copies of its dual space V*, given by

g(”l?"' y Up, P15 - - - 7§0q) = (gvh'" y GUp, gP1, - - - 79()011)

where go; is defined by (g¢;)(v) := ¢;(g~'v). This representation on V* is the
dual or contragredient representation of the standard representation of GL(V')
on V (cf. 1.2 Exercise 2). The elements of V' are classically called vectors, those
of the dual space V* covectors. We want to describe the invariants of V? @ V*?
under this action. (The easy case p = ¢ = 1 was treated in 1.3 Exercise 17.)
For every pair (i,j),i=1,...,p, j =1,...,q, we define the bilinear function
(i]j) on VP & V*1 by

(@ ]4): (U1, 0,01, 5 0g) 2 (i | @) i= @j(v5).
These functions are usually called contractions. They are clearly invariant:
(i 15)(9(v,9)) = (995)(gv:) = @i (9™ gvi) = (i | j)(v, ).

Now the First Fundamental Theorem (shortly FFT) states that these func-
tions generate the ring of invariants. The proof will be given in 4.7 after some
preparation in §3 and §4.

First Fundamental Theorem for GL(V'). The ring of invariants for the
action of GL(V') on VP @& V*? is generated by the invariants (i | j):

K[VP e VSV — K[| j)|i=1,...,p, j=1,... ,q].

Using coordinates this amounts to the following. Fix a basis in V' and the dual
basis in V* and write v; € V' as a column vector and ¢; € V* as a row vector:
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T14

V; = : ) 2 2(903‘1,--- ,%‘n)-

Y1
Then X := (v1,...,vp) is a n X p-matrix and Y := is a ¢ X n-matrix,

Pq
and we obtain a canonical identification:

VP DV =M, xp(K) ® Mgun(K).

The corresponding action of g € GL,, (K) on the matrices is given by g(X,Y) =
(9X,Yg™!). Now consider the map

T Mouyp X Myxn = Mgxp,  (X,Y) 5 YX.
Then the (4, j)-component of ¥ is

n

Ui(X,Y) =D puvy; = (v | @), ie, Uij=(j|i).
v=1
Moreover, the map W is constant on orbits: ¥(g(X,Y)) = ¥(gX,Yg 1) =
YglgX =YX = V¥(X,Y). Thus we see again that (i | j) is an invariant.

2.2 Geometric interpretation. We can give a geometric formulation of the
FFT using the language of algebraic geometry. First we remark that the image
of the map WV is the subset Vq”Xp C Myxp of matrices of rank < n (see Exercise
1 below). In fact, V%, is even a closed subvariety which means that it is the
zero set of a family of polynomials (see below and Exercise 2). Now the FFT
says that the map

U Myxp X Mgxn = V5

axp

is “universal” in the sense that any morphism ®: M,,«, x M;x, — Z into an
affine variety Z which is constant on orbits factors through W, i.e., there is a
unique morphism ®: V" = — Z such that ® = ®WV:

gxp
Mpxp X Mgxn R Vaxp
o |
A — 7

Thus we see that V%, is an algebraic analogue to the orbit space of the action
which is usually denoted by (M,,xp, X Myxn)/ GLy,. In our situation we say that
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W: M,xp X Mgxn — anxp is an algebraic quotient (with respect to the action
of GL,) and use the notation V3, = (My,xp X Myxy)/ GL,. By construction,
the quotient map ¥ induces an isomorphism

U K[V ]S K Mg X Mgxn] 90,
where K[V ] is the coordinate ring of V!,
tions f|vqnxp, fe K[qup].

The subvariety V%, C Myxy is called a determinantal variety because
it is defined by the vanishing of all (n41) x (n+1)-minors (Exercise 2). Since the
invariant ring is clearly an integrally closed domain it follows from the above

that V%, is a normal variety. (See the following exercises.)

i.e., the K-algebra of all restric-

Exercises

1. Show that every matrix C' € Mgx, of rank < n can be written as a
product C' = AB with a (¢ x n)-matrix A and a (n X p)-matrix B.

2. Show that for any n the set of p X g-matrices of rank < n forms a closed
subvariety of Mpyq, i.e., it is the set of zeroes of some polynomials.
(Consider the n + 1 x n + 1-minors.)

3. Let p: G — GL(W) be a finite dimensional representation of a group G.
Then the ring of invariants K[W]€ is normal, i.e., integrally closed in its
field of fractions.

2.3 Invariants of conjugacy classes. Consider the linear action of GL(V)
on End(V) by conjugation. The orbits of this action are the conjugacy classes
of matrices. For an element A € End(V') we write its characteristic polynomial
in the form

Pu(t) =det(tE — A) =t" + > (—1)'s;(A)t""
i=1
where n := dimV and F € End(V) is the identity. This shows that the s; are
invariant polynomial functions on End(V).

Proposition. The ring of invariants for the conjugation action of GL(V') on
End(V) is generated by s1,S2, ..., Sn:

K[End(V)]EY) = Ks1, 59, ... ,5,].
Moreover, the s; are algebraically independent.

It is a well known fact from linear algebra that s;(A) is the ith ele-
mentary symmetric function of the eigenvalues of A. In particular, if we choose
a bases of V' and identify End(V') with the n x n-matrices M,,(K), the re-
strictions of the s;’s to the diagonal matrices D C M, (K) are exactly the



2.3 Invariants of conjugacy classes 19

elementary symmetric functions o; on D = K™. By the main theorem about
symmetric functions (Proposition 1.2) they are algebraically independent and
generate the algebra of symmetric functions. This already proves the second
part of the theorem.

Assume that we know that every invariant function f on M, is com-
pletely determined by its restriction to D (see Exercise 4 below). Then we
can finish the proof in the following way: The restriction f|p of an invariant
function f is clearly symmetric, hence of the form f|p = p(o1,...,0,) with
a polynomial p in n variables. But then f — p(s1,...,s,) is an invariant
function on M,,(K) which vanishes on D, and so by the assumption above
f=p(s1,...,8,) € K[$1,...,8n]

Following is another proof which does not make use of the theory of
symmetric functions.

PROOF OF PROPOSITION: Define

0 an,
1 0
S:={ : ai,...,a, € K} C M, (K)
1 0 a9
1 aq

and let X := {A € M,,(K) | A is conjugate to a matrix in S}. We claim that
X is ZARIsKI-dense in M,,(K). In fact, a matrix A belongs to X if and only if
there is a vector v € K™ such that v, Av, ..., A" 'v are linearly independent.
Now consider the polynomial function h on M,,(K) x K™ given by

h(A,v) := det(v, Av, A%v, ..., A" o).
It follows from Lemma 1.3 that the subset
Y = {(Av)]|v, Av,..., A" v linearly independent}
= (Mn(K) x K"
is ZARISKI-dense in M,,(K) x K™. Its projection onto M,,(K) is X which is

therefore ZARISKI-dense, too (see 1.4 Exercise 19). This implies that every
invariant function f on M, (K) is completely determined by its restriction to

S. An elementary calculation shows that for a matrix A = A(aq,... ,a,) from
the set S the characteristic polynomial is given by P4 (t) = t" — > 7" | a;t" ™"
Now f(A) = ¢(ai,...,a,) with a polynomial ¢ in n variables, and we have

= (—1)/*! s;(A). Hence, the function

f Q(Sh —852,83,... 7(_1)n+18n)
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is invariant and vanishes on S, and so f = q(s1,—s2,...) € K[s1,...,8,]. O

Exercise 4. The set of diagonalizable matrices is ZARISKI-dense in M, (K).
In particular, an invariant function on M, (K) is completely determined by
its restriction to the diagonal matrices.

(Hint: For an algebraically closed field K this is a consequence of the JOR-
DAN decomposition. For the general case use 1.3 Exercise 13 and Remark
1.3.)

2.4 Traces of powers. There is another well-known series of invariant func-
tions on End(V'), namely the traces of the powers of an endomorphism:

Try: End(V) - K, A~ TrA* k=1,2,....
There are recursive formulas for expressing Try in terms of the functions s;:
Try = fr(s1,..-,Sk-1) — (—1)’%5;.C for k < n.

In fact, we have the same relations between the Tr;’s and the s;’s as those
which hold for the power sums ng(z) := Y i, ¥ and the elementary symmetric
functions o; (see the following Exercise 6). Hence, if char K > n, the s; can be
expressed in terms of the Try, £k =1,2,...,n, and we get the following result:

Corollary. If char K = 0 then the functions Try, Tro, ..., Tr, generate the
invariant ring K[End(V)]GHV),

It is easy to see that the corollary does not hold if 0 < char K < n.

Exercises

5. Consider the polynomial
v(t) = [J(1 —tz:) =1 = out+0ot® =+ 4 (=1)"ont"
i=1
where the o; are the elementary symmetric functions. Determine its loga-
rithmic derivative — fz) ((tt)) =>". =
the NEWTON formulas:

as a formal power series and deduce

(=1 oy =nj —omj—1 +oemj_z — -+ (1) "loy_im

forall j=1,... ,n.
(This approach is due to WEYL; see [Wey46] Chap. II.A.3. Another proof
is suggested in 1.2 Exercise 8.)

6. Show that the same relations as above hold for the functions Tr; and s;:
(—1)j+1j Sj = TI‘j —S1 TI'j_l +82 TI‘j_Q — 4 (—1)j718j_1 TI‘1

forall j=1,... n.
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Example (Pairs of 2 x 2 matrices). Assume char K # 2. The invariants of
pairs of 2x2 matrices (A, B) € My (K)xMy(K) under simultaneous conjugation
are generated by the following functions:

TrA, TrA? TrB, ,TrB? ,TrAB.

Moreover, these five invariants are algebraically independent.

PROOF: The last statement is easy. Also, we can assume that K is algebraically
closed (see 1.5 Remark 1.5). Moreover, it suffices to consider the traceless ma-
trices My’ since we have the direct sum decomposition My = K @ My'.

There is a ZARISKI-dense set U C My’ x My’ where every pair (A4, B) € U is
equivalent to one of the form

() e

In addition, such a pair is equivalent to the pair where ¢ and a are replaced
by —t and —a. Thus, an invariant function f restricted to these pairs depends
only on t2,a?, at and c. But

1 1 1
t?=-TrA? a®>+c=-TrB% at=-TrAB
2 2 2
and so
1 (Tr AB)?
=_-—TrB? - —_~
=9 Tr A2

It follows that f can be written as a rational function in Tr A%, Tr B? and
Tr AB. Since f is a polynomial function on My’ x My’ and the given invariants
are algebraically independent, it follows that f must be a polynomial function
in these invariants. o

2.5 Invariants under simultaneous conjugation. Consider the linear ac-
tion of GL(V') on End(V)™ := End(V) @ - - - @ End (V') by simultaneous conju-
gation:

g(A, ... Ay = (gA1g7 1, gAxg™ . . gAmg ™).

We want to describe the invariants under this action. For every finite sequence
11,19, ...,1 of numbers 1 < i, < m we define a function

Tril...ik : End(V)m — K (Al, . ,Am) —> Tr(AilAiz s Azk)
These generalized traces are clearly invariant functions.

First Fundamental Theorem for Matrices. If char K = 0 the ring of
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functions on End(V)™ which are invariant under simultaneous conjugation is

generated by the invariants Tr;, 5, :

K[End(V)™" V) = K[Tr;, 4 [k €N, 1 <iy,... i, < m).

The proof will be given in 4.7 after some preparation in §3 and §4. In fact, we
will see that in characteristic 0 it is equivalent to the FFT for GL(V) (2.1).
We have already remarked in 2.4 that the theorem does not hold if char K is
positive and < n.

Remark. The theorem as stated gives an infinite set of generators. We will
show in Chapter IT ?? that the traces Tr;, . ;, of degree k < n? already generate
the invariant ring. It is conjectured that k < (”42'1) suffices, but this is proved
only for dim V' < 3 (see [For87]).
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83 Endomorphisms of Tensors

In this paragraph we study the m-fold tensor product V®™ as an Sy, x GL(V)-module.
Although seemingly unrelated to our earlier considerations it will turn out that there is a
strong connection with the First Fundamental Theorems discussed in the previous paragraph.
In fact, the results here will provide a first proof of the FFTs valid in characteristic zero (see
§4). Moreover, we obtain a beautiful correspondence between irreducible representations of
the general linear group GL, and irreducible representations of the symmetric group Sy,
which is due to SCHUR.

3.1 Centralizers and endomorphism rings. Let us consider the m-fold
tensor product

Ve =V RV
—_———
m times

of a (finite dimensional) vector space V and the usual linear action of GL(V)
given by

V1 ® - QUp) =gv1 @+ ® gup.
The symmetric group S,, of m letters also acts on V&™:

U(Ul K ® Um) = VUs-1(1) - Vo=1(m)-

It is obvious that these two actions commute. Let us denote by (GL(V')) the
linear subspace of End(V®™) spanned by the linear operators coming from
GL(V), i.e., by the image of GL(V) in End(V®™) under the representation
considered above. Similarly, we define the subspace (S,,) C End(V®™). Both
are subalgebras and they centralize each other:

ab = ba for all a € (GL(V)) and all b € (S,).

For any subalgebra A C End(W) where W is an arbitrary vector space the
centralizer (or commutant) of A is the subalgebra consisting of those elements
of End(W') which commute with all element of A. It will be denoted by A’:

A :={be End(W) | ab=ba for all a € A}.

Equivalently, A’ is the algebra of A-linear endomorphisms of W considered as
an A-module:

A’ = End(W).

The next result claims that the two subalgebras (GL(V')) and (S,,) introduced
above are the centralizers of each other:

Theorem. Consider the usual linear actions of GL(V) and S,, on V™ and
denote by (GL(V)) and (S,,) the subalgebras of End(V®™) spanned by the
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linear operators from GL(V') and S,,, respectively. Then

(a) Endgs,, (V™) = (GL(V)).
(b) If char K = 0 then EndgrLv) (V™) = (Sm)-

The proof of the theorem is divided up into several steps. First we prove as-
sertion (a). Then we show that in characteristic zero assertion (b) follows from
(a) by the “Double Centralizer Theorem” (3.2). Finally, we will give a more
general formulation of the result in (3.3) including a description of V®™ as an
Sm % GL(V)-module.

Exercise 1. Give a direct proof of the theorem in case m = 2.

PROOF OF (a): We use the natural isomorphism v: End(V)®™ 5 End(V®™)
given by (A1 @ -+ @ Ap)(v1 @ - @ V) = A1v1 @ -+ ® Apvy,. Then the
corresponding representation GL(V) — End(V)®™ is g — g® --- ® g. We
claim that the corresponding action of S, on End(V)®™ is the obvious one:

o(A1®  ®Ap) =As-101) ® - ® Ag-1(m).
In fact,
(VA1 @ @ Ap) (0T (11 @ @ vm)))
= 0(A15(1) @ -+ @ AmVs(m))
= As-11)V1 @+ ® Ag—1(m)Um
= V(A1) @+ ® Ag=1(m)) (V1 ® -+ @ V).
This implies that v induces an isomorphism between the symmetric tensors

in End(V)®™ and the subalgebra Ends,, (V®™) of End(V®™). The claim now
follows from the next lemma applied to X := GL(V) C W := End(V). O

Lemma. Let W be a finite dimensional vector space and X C W a ZARISKI-
dense subset. Then the linear span of the tensors * ® ---® x, x € X, is the
subspace X, C W™ of all symmetric tensors.

Recall that a subset X C W is ZARISKI-dense if every function f € K[W]
vanishing on X is the zero function (see 1.3).

PROOF: Let w; ... wy be a basis of W. Then B :={w;, ® --- @ w;,, }4y,...i,, 18
a basis of W®™ which is stable under the action of S,,. Two elements w;, ®
- ®@w;, and w;, ®---®@w;, belong to the same orbit under S, if an only if
each w; appears the same number of times in both expressions. In particular,
every orbit has a unique representative of the form w? " wgz) .. @ w%h’\’

where hy + ho + -+ + hy = m. Let us denote by 7, ny € W™ the sum
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of the elements in this orbit. Clearly, {rn, .ny | D, h; = m} is a basis of the
symmetric tensors 3, C W®™, In order to prove the lemma we will show that
every linear function \: ¥,, — K which vanisheson all z ® ---® z, x € X, is
the zero function.

Write x = Ziil z;w;. Then

h h
TR Qxr = g mll"'xNN'rhl...hN

and so
h h

Az®™) = Zahlmhzv%l SR
where ap,  hy = ATh,..hy) € K. This is a polynomial in z1,...,xxy which
vanishes on X, by assumption. Hence, it is the zero polynomial and so all
Qh, .. .hy are zero, ie. A = 0. O

Exercises

2. Let Fyq := K|[z1,...,2n]q denote the vector space of homogeneous forms

of degree d and assume that char K = 0 or > d. Show that Fy is linearly
spanned by the dth powers of the linear forms.
(Why is here the assumption about the characteristic of K necessary where-
as the lemma above holds in any characteristic?)
3. Let p: G — GL(V) be an irreducible representation and assume that
Endg(V) = K. Denote by V"™ the G-module V@V @ --- @& V, n-times,
which we identify with V ® K™.
(a) We have Endg (V") = M,,(K) in a canonical way.
(b) Every G-submodule of V™ is of the form V ® U with a subspace U C
K™,
(¢) If u: H — GL(W) is an irreducible representation of a group H then
V ® W is a simple G x H-module.
(d) We have (G) = End(V).
(Hint: (G) is a G x G submodule of End(V) =V*® V.)
(e) For every field extension L/K the representation of G on Vi, := V®g L

is irreducible.
(Hil’lt: <G>L = EndL(VL).)

3.2 Double Centralizer Theorem. If char K = 0 the theorem of MASCHKE
(see [Art91] Chap. 9, Corollary 4.9) tells us that the group algebra K[S,,] is
semisimple, i.e., every representation of S,, is completely reducible. As a conse-
quence, the homomorphic image (S,,) of K[S,,] is a semisimple subalgebra of
End(V®™). In this situation we have the following general result (which holds
for any field K):
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Proposition. Let A C End(W) be a semisimple subalgebra and A’ := {b €
End(W) | ab = ba for all a € A} its centralizer. Then:

(a) A’ is semisimple and (A") = A.

(b) W has a unique decomposition W = W1 @ - -- @ W,. into simple, non-
isomorphic A ® A'-modules W;. In addition, this is the isotypic de-
composition as an A-module and as an A’-module.

(¢) Each simple factor W; is of the form U; ®p, U] where U; is a sim-
ple A-module, U] a simple A’-module, and D; is the division algebra
EndA(Ui>0p = EndA/(U,DOp.

Recall that for a G-module W and a simple module U the isotypic component
of W of type U is the sum of all submodules of W isomorphic to U. The isotypic
components form a direct sum which is all of W if and only if W is semisimple.
In that case it is called the isotypic decomposition.

Proor: Let W = W1 & --- & W, be the isotypic decomposition of W as
an A-module, W; = U with simple A-modules U; which are pairwise non-
isomorphic. Corresponding to this the algebra A decomposes in the form

A= ﬁAi, A; 3 M,,,(D;)

=1

with a division algebra D; D K. Furthermore, U; = D} as an A-module where
the module structure on D} is given by A % A; = M,,,(D;). Tt follows that

A" = Ends(W) = HEndA(Wi), and
Al = Enda(W;) = Enda, (W;) = M, (D))

where D} := Endy, (U;) = D;®. In particular, A’ is semisimple and
dim A; dim A, = nidim D; s7 dim D = (n;s; dim D;)?
= (dimW;)? = dim End(W;). (%)
This implies that the canonical algebra homomorphism A; ® A, = End(W;) is
an isomorphism. (Recall that A; ® A’ is simple.) In particular, W is a simple
A ® A’-module. More precisely, consider U; = D! as a right D;-module and
Ul := (Dj?)% as a left D;-module. Then these structures commute with the A-
resp. A’-module structure, hence U; ®p, U/ is a A ® A’-module and we have an
isomorphism U; ®p, U] = US* = W;.
It remains to show that (A’) = A. For this we apply the same rea-
soning as above to A" and see from (x) that dim A} dim A = dim End(W;) =
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dim A4; dim A’. Hence dim A” = dim A and since A” D A we are done. O

Exercise 4. Let V be an irreducible finite dimensional representation of a
group G where Endg (V) = K, and let W be an arbitrary finite dimensional
representation of G.
(a) The linear map v: Homg(V,W)®V — W, a ® v — «(v) is injective
and G-equivariant and its image is the isotypic submodule of W of type
V (i.e., the sum of all simple submodules of W isomorphic to V).
(b) If there is another group H acting on W and commuting with G then
v is H-equivariant.
(c) Assume that K is algebraically closed. Then every simple G x H-
module is of the form V ® U with a simple G-module V and a simple
H-module U.

3.3 Decomposition of V®™, Now we are ready to finish the proof of Theo-
rem 3.1. This is contained in the following result which gives a more precise de-
scription of the S, x GL(V)-module structure of V®™. In addition, we obtain
a beautiful correspondence between irreducible representations of the general
linear group GL(V) and of the symmetric group S, which was dicovered by
SCHUR in his dissertation (Berlin, 1901).

Decomposition Theorem. Assume char K = 0.

(a) The two subalgebras (S,,) and (GL(V)) are both semisimple and are
the centralizers of each other.

(b) There is a canonical decomposition of V™ as an Sy, x GL(V)-module
into stmple non-isomorphic modules Vy :

vem = .
A

(¢) Each simple factor Vy is of the form My ®Ly where My is a simple
Sm-module and Ly a simple GL(V')-module. The modules My (resp.
Ly ) are all non-isomorphic.

PROOF: In 3.1 we have already proved that (S,,)’ = (GL(V)), and so (a) and
(b) follow from the Double Centralizer Theorem 3.2. For the last statement it
remains to show that the endomorphism ring of every simple S,,,-modules My
is the base field K. This is clear if K is algebraically closed. For arbitrary K of
characteristic zero it will be proved in 5.7 Corollary 2. O

One easily shows that every irreducible representation of S,, occurs in V&
provided we have dim V' > m (see Exercise 7 below). Let us fix such a repre-
sentation M. Then we obtain in a natural way
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Ly = L\(V) = Homg_ (My, VE™)

as a consequence of the fact that Ends, (M)) = K (Lemma of SCHUR; cf.
Exercise 9 and Remark below). This shows that Lx(V) depends functorially
on V. (This simply means that a linear map ¢: V — W determines a linear
map Lx(¢): La(V) — Lx(W), with Ly(pov) = Ly(p) o Lx(v) and Ly(idy) =
idz, (v).) As an example, if My denotes the trivial representation and Mg, the
signum representation of S, then we find the classical functors

Lo(V)=S"™(V) and Lgn(V)=A"V

(see Exercise 6). The functor Ly is usually called SCHUR functor or WEYL
module. We will discuss this again in §5 (see 5.9 Remark 2).

Exercises

5. Give a direct proof of the theorem above in case m = 2.

6. Show that the isotypic component of V®™ of the trivial representation of
S 1s the symmetric power S™ V' and the one of the signum representation
is the exterior power A" V.

7. If dim V' > m then every irreducible representation of S, occurs in yem,
(In fact, the regular representation of S,, occurs as a subrepresentation.)

Remark. The fact that the endomorphism rings of the simple modules Ly and
M are the base field K implies that these representations are “defined over Q,”
ie, My =M;®qK and L) = L ®g K, where M} is a simple Q[S,,]-module
LS a simple GL(Q)-module .

In fact, by the Theorem above we have for K = Q a decomposition
Vem =@, My ® LS and so VE" = P, (M; ® K) @k (L ® K) which shows
that My = My ®g K and L) = L§ ®q K.

Exercises

8. Let p: G — GL(V) be a completely reducible representation. For any
field extension K'/K the representation of G on V ®x K’ is completely
reducible, too.

(Hint: The subalgebra A := (p(G)) C End(V) is semisimple. This implies
that A @ x K’ is semisimple, too.)

9. Let V be an irreducible finite dimensional K-representation of a group
G. Then Endg(V) = K if and only if V @ x K’ is irreducible for every field
extension K'/K.

(Hint: Show that Endg(V @k K') = Endg(V) @k K'.)

The following corollary is clear. For the second statement one simply remarks
that the scalars t € K* C GL(V) act by t™ -id on V®™,



3.3 Decomposition of V™ 29

Corollary. The representation VE™ of GL(V) is completely reducible. For
m#m', V™ and V™ do not contain isomorphic submodules.

Exercises

10. There is a canonical isomorphism ¢: End(V) = End(V)*. It is induced
by the bilinear form (A, B) — Tr(AB) and is GL(V)-equivariant. Moreover,
=

11. There is a natural GL(V)-equivariant isomorphism V ® V* = End(V).
Which element of V' ® V* corresponds to id € End(V') and which elements
of End(V') correspond to the “pure” tensors v ® A7
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84 Polarization and Restitution

In this paragraph we study the multilinear invariants of vectors and covectors and of matrices.
We prove the multilinear versions of the corresponding First Fundamental Theorems from §2
whose proofs have been set aside. In fact, we show that these multilinear versions are both
equivalent to our result from the previous paragraph claiming that the GL(V')-equivariant
endomorphisms of V®™ are linearly generated by the permutations (Theorem 3.1b).

Then, using polarization and restitution we will be able to reduce (in characteristic zero)
the general versions of the First Fundamental Theorems to the multilinear case. Thus, we
obtain a first proof of the FFT’s. A completely different proof based on the theory of CAPELLI
will be presented in §8.

4.1 Multihomogeneous invariants. Consider a direct sum V =V, ®--- @V,
of finite dimensional vector spaces. A function f € K[V} @ --- @ V,] is called

multihomogeneous of degree h = (hy, ..., h,) if f is homogeneous of degree h;
in V;, ie., forall vy,... ,v, €V, t1,...,t, € K we have
f(tlﬂl,tgﬂg,...,trvr) Zitﬁl'-'tﬁrf(ﬂl,... ,UT)

Every polynomial function f is in a unique way a sum of multihomogeneous
functions: f = > fn; the f are usually called the multihomogeneous compo-
nents of f. This gives rise to a decomposition

KVio--eV]= @ EVio oV,
heN”

where K[V] @ --- @ V] is the subspace of all multihomogeneous functions of
degree h. We remark that this is a graduation of the algebra in the sense that

KWVi® oV KVie @ V]y=KW®- &V ]hik

It is also clear that each K[V; @ --@®V,], is stable under the action of GL(V7) x
-+ x GL(V;.). In particular, if the V; are representations of a group G we find
a corresponding decomposition for the ring of invariants:

KVio---oV]®= P EVio--- oVl
heNr

In other words, if f is an invariant then every multthomogeneous component is
also an tnvariant. This will enable us to reduce many questions about invariants
to the multihomogeneous case.

Exercise 1. Let W, U be two G-modules where G is an arbitrary group.
Show that the homogeneous covariants ¢: W — U of degree d are in one-to-
one correspondence with the bihomogenous invariants of W @ U™ of degree

(d, 1).
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4.2 Multilinear invariants of vectors and covectors. Consider again the
natural action of GL(V) on VP & V*? as in §2 and let f: VP @ V*! — K
be a multilinear invariant. If f # 0, then we must have p = ¢. In fact, if we
apply a scalar A € K* C GL(V) to (v,¢) = (v1,... ,0p,¥1,... ,pq) We obtain
(Av1, .o Ao, A 1, oo AT ,), hence f(A (v, ) = AP79f((v, p)).

Now the FFT for GL(V) (2.1) claims that the invariants are gener-
ated by the contractions (i | j) defined by (i | j)(v,¢) = ¢;(v;). Therefore, a
multilinear invariant of VP & V*P is a linear combination of products of the
form

(L]i)(2]a2) - (p [ ip)

where (i1, 42,...,%p) is a permutation of (1,2,...,p). Thus the following is a
special case of the FFT for GL(V).

Theorem (Multilinear FFT for GL(V)). Assume char K = 0. Multilinear
invariants of VP @ V*? exist only for p = q. They are linearly generated by the
functions

fo =@ ]o)---(plo(p), o€S,.

This theorem holds in arbitrary characteristic by the fundamental work of DE
ConciINt and PROCESI [DeP76], but our proof will only work in characteristic
zero since it is based on the double centralizer theorem.

Proor: We will prove the following more general statement:

Claim. The theorem above is equivalent to Theorem 3.1(b) stating that
EndGL(V) V®m == <Sm>

Let us denote by M the multilinear functions on V™ @ V*™. Then we have in
a canonical way

M=V VeV - V)" =WeW")*
where W := V®™, Now there is a canonical isomorphism

a: End(W) & (W @ W*)*

given by a(A)(w ® 1) = ¥ (Aw) which is clearly GL(W)-equivariant. Hence,
we get a GL(V)-equivariant isomorphism End(V®™) 5 (VO™ @ V*®™)* = M
which induces an isomorphism

Endgrov) (V™) 5 MSEY) — finvariant multilinear functions}.
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Let us calculate the image of o € End(V®™) under a:
a(0) (V1@ B Uy @Y1 @ @ P
= (1@ @Pm)(o(v1 ® - B vm))
= (1@ @ om)(Ve-11) @+ @ Vg1(m))
= (¢1 | vo-11)) (P2 | Vo-1(2)) -+ (Pm | Vo=1(m))
:fa'*l(vl®"'®Um®§01®"'®90m)-
Thus, a(Sm) = (f, | 0 € Sp) and the claim follows. O

4.3 Multilinear invariants of matrices. Now we look for multilinear in-
variants on m copies of End(V). Let ¢ € S, and write o as a product of
disjoint cycles (including all cycles of length one):

o =1, k) (J1se -y dr) - (layeonyls).
Define a function Tr,: End(V)™ — K by
Try(Ay, ..., Ap) =
Tr(Aq - A ) Tr(Ay, -~ Ay ) - -Tr(A4y, - Agy).
Clearly, Tr, is a multilinear invariant. It is easy to see that it does not depend
on the presentation of o as a product of disjoint cycles (cf. Exercise 2 below).

It is now obvious that the following theorem is a special case of the FFT for
matrices (2.5).

Theorem (Multilinear FFT for matrices). Assume char K = 0. The mul-
tilinear invariants on End(V)™ are linearly generated by the functions Tr,,
ceS,,.

Again this holds in arbitrary characteristic by the fundamental work of DE
ConNciINI and PROCESI [DeP76], but our proof only works in characteristic
zero.

PRrROOF: This result follows from the multilinear FFT for GL(V') which we have
just proved. In fact, we have again the following more precise statement:

Claim. The theorem above is equivalent to Theorem 4.2, the multilinear version
of the FFT for GL(V).

The multilinear functions on End(V)™ can be identified with (End(V)®™)*.
This time we want to use the following canonical isomorphism. (Recall that
End(V) = End(V)* in a canonical way, see 3.3 Exercise 10.)

~

B:VeV*—=EndV, Bv @ e)(u) = @(u)v.
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In other words, B(v ® ¢) is a rank one linear endomorphism of V' with image
Kwv and kernel ker ¢. The following two statements are easily verified:

(a) Tr(B(v® ) = @(v),
(b) Blv®p)oflw @) = Bv @ p(w)y).

Now $ induces a GL(V)-equivariant isomorphism
B: VO™ @ VO™ 5 End(V)O™

Hence, the dual map B* identifies the multilinear invariants of Elld(V)m with
those of V™ @ V*™. The claim follows once we have shown that §*(Tr,) = f,.
Let o = (i1,...,ik)(J1,-- -, Jr) -~ (L1, ... , 1) be the decomposition into disjoint
cycles. Then, using (b) and (a) above we find
Tro B(11 ® @V @ 1 @+ @ Prm)

= Tro (B(v1 ® ¢1)B(v2 © 2) - -+)

= Tr(B(vi, ® i, )B(vi, ® piy) -+ Blvi, @ i,)) -+

= Tr(B(vi, @ @i, (viy)is (Vi) - - @iy (Vi ) i) -+ -

= @iy (Viy) @iy (Vig) =+~ i (Viy) -+
But 0(i,) = i,41 for v < k and o(ix) = i1, etc., and so the last product equals

[Teiwei) =fo(01@ Q@1 @ @ o)

which proves the claim. O

Remark. Although our proofs of the two theorems 4.2 and 4.3 above are only
valid in characteristic zero we have shown more generally that, independently
of the characteristic of the field K, they are both equivalent to the statement
that EndGL(V) V®m = <Sm>

Exercises
2. Show that Tr(ABC) = Tr(BCA) = Tr(CAB) for all A, B,C € End(V).

3. Let R be a finite dimensional algebra. The multiplication of R corre-
sponds to a tensor 4 € R* ® R* ® R and the automorphism group of R is
equal to the stabilizer of p in GL(R).

4. Let V,W be two finite dimensional vector spaces and let v: V* @ W =
Hom(V, W) be the canonical isomorphism. Then a tensor ¢ corresponds to
a homomorphism of rank < r if and only if £ can be written as a sum of at

most r pure tensors \; ® w;.
(Cf. 3.3 Exercise 11)
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4.4 Polarization. Let f € K[V]| be a homogeneous function of degree d.
Calculating f on a vector of the form v = 2?21 tiv;, t; € K, v; € V, we obtain

fltrog -+ tgua) = Yt fesa (V1 v0) (*)
s1ttsa=d

where the polynomials f,, s, € K[V are well defined and are multihomoge-
neous of degree (s1,... ,Sq4).

Definition. The multilinear polynomial fi1. 1 € K[V9] is called the (full)
polarization of f. It will be denoted by Pf.

Lemma. The linear operator P: K[V]q; — K[Vd](1,1,...,1) has the following
properties:

(a) Pis GL(V)-equivariant;

(b) Pf is symmetric;

(¢) Pf(v,v,...,v)=d! f(v).

PROOF: The first two statements (a) and (b) are easily verified. For (c) we
replace in (%) every v; by v and obtain on the left hand side:

f((zti)v) = (Zti)df(v) =t + -+ dltita - ta) f(v),

and the claim follows. O
4.5 Restitution. Next we define the inverse operator to polarization.
Definition. For a multilinear F' € K[V9] the homogeneous polynomial R F
defined by R F'(v) := F(v,v,...,v) is called the (full) restitution of F.

Again, R: K[V9 4, 1) = K[V]q is a linear GL(V)-equivariant operator and
we have R Pf = d! f by the property (c) of the lemma above. As a consequence,
we get the following result.

Proposition. Assume char K =0 and let V be a finite dimensional represen-
tation of a group G. Then every homogeneous invariant f € K[V]® of degree
d is the full restitution of a multilinear invariant F € K[V9]%.

In fact, f is the full restitution of %Pf , which is a multihomogeneous invariant
by Lemma 4.4 above.

Exercises
5. Show that PR F' is the symmetrization of F' defined by
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sym F'(v1,... ,vq) := Z F(vo(1ys -+ s Vo(ay)-
O'Gsd

6. Let f € K[V] be homogeneous of degree d and write
d
flsv+tw) = Zsitdfifi(v,w), s,te K, v,welV.

i=0
Then the polynomials f; are bihomogeneous of degree (i, d—1i) and the linear
operators f +— f; are GL(V')-equivariant. Moreover, f;(v,v) = (‘j)f(v) In
particular, if G is any subgroup of GL(V') then f is an invariant under G if
and only if all f; are G-invariant.
The f;’s are sometimes called partial polarizations of f.

4.6 Generalization to several representations. For some applications we
have in mind we need a slight generalization of the results above. The proofs
are obvious and left to the reader.

Let f € K[V1 & ---® V,] be a multihomogeneous polynomial of de-
gree d = (di,...,d,). Denote by P; the linear operator “full polarization with
respect to the variable v; € V;.” Then

Pf = PTPT—I"'Plf EK[‘/ldl @‘/de EBEB‘/TdT]

is a multilinear polynomial which we call again the polarization of f. Similarly,
we define the restitution R F of a multilinear F € K[V, @ --- @ V4] by

RF(vy,...,vq) = F(}Jl,... S UL U250 U2, Uy ’UC)'
TV TV

di do

84

Lemma. The two linear operators

P K[Vl b---D Vr](dl,... V) — K[Vvldl DD Vrdr]multlin

R: KV @ &V uain = KVi © - ® Vi, a,)
are GL(V7) x - -+ x GL(V,.)-equivariant and satisfy the following conditions:

(a) Pf is multisymmetric (i.e., symmetric with respect to the variables in
V; for each i),
(¢) PR F is the multisymmetrization of F':
PREWM, ..o )=
o1(1 o1(d
_ > P | o)

(0'1,... ,O’T)Gsdl ><---><Sdr
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As before we obtain the following important consequence about multihomoge-
neous invariants:

Proposition. Assume char K = 0 and let V1, Vs, ..., V,. be representations of
a group G. Then every multihomogeneous invariant f € K[V, @ --- @ V]
of degree d = (dy,...,d,) is the restitution of a multilinear invariant F €
KVh g ove6.

4.7 Proof of the First Fundamental Theorems. Now we are ready to
complete the proof for the FFTs. Our Theorem 4.2 states that every multilinear
invariant F' of VP @ V*P is a linear combination of the invariants

fo=@0]c))---(plo(p), o0 €Sy.

Any (partial) restitution of such an f, is a monomial in the (i | j). By Propo-
sition 4.5 above this shows that every invariant of VP @ V*? is a polynomial in

the (i | §). Or,

If char K = 0 the FFT 2.1 for vectors and covectors is a consequence
of its multilinear version stated in Theorem 4.2.

In case of matrices a similar argument can be used: The restitution of the
invariant Tr, is a product of functions of the form Tr(iy,... ,ix). As above,
this implies the following result:

If char K = 0 the FFT 2.5 for matrices is a consequence of its multi-
linear version stated in Theorem 4.3.

Thus, we have completed a first proof of the two versions of the First Fundamen-
tal Theorem. The argument is rather indirect and only valid in characteristic
zero. We will give a completely different approach later in §8 which is based on
the CAPELLI-DERUYTS expansion. There it will follow from the FFT for SL,,
(see Remark 8.5).

4.8 Example: Invariants of forms and vectors. Let F,; denote the space
of homogeneous forms of degree d on the vector space V: Fy := K[V],.

Question. What are the invariants of Fy &V under GL(V)?

There is an obvious invariant € given by “evaluation”: e(f,v) := f(v). We claim
that this is a generator of the invariant ring:

K[F;® V]°M ) = K[e].

PROOF: Let h: Fy @V — K be a bihomogeneous invariant of degree (r, s) and
let h be the full polarization of A with respect to the first variable. Then
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h: FioV - K

is a multihomogeneous invariant of degree (1,1, ..., 1, s). Composing h with the
dth power map ¢ — (%: V* — F; we obtain a multi-homogeneous invariant

H: V"oV > K

of degree (d,d,...,d,s). Now it follows from the FFT for GL(V) (2.1) that
rd = s and that H is a scalar multiple of the invariant (1 | 1)4(2 | 1)®---(r | 1)4.

On the other hand, starting with h = ¢ we find h = ¢ and H((,v) =
((v)?, hence H = (1 | 1)%. Since Fj is linearly spanned by the dth powers of
linear forms we see that h is completely determined by H and therefore h is a
scalar multiple of £". O

Exercises

7. Show that the invariants of a form f of degree d and two vectors v, w
are generated by the following invariants ,, ¢ = 0,1,... ,d:

K[F;® VQ]GL(V) = Kleo,...,€q], e&i(f,v,w) = fi(v,w)
where the f; are the partial polarizations of f as defined in Exercise 6.

8. The homogeneous covariants M, (K) — M, (K) of degree d are lin-
early spanned by the maps A — h;(A)A*"" i = 0,1,...,d, where h; is
a homogeneous invariant of M,,(K) of degree i. It follows that the covari-
ants M, (K) — M, (K) form a free module over the invariants with basis
it A A i=0,1,... ,n—1.

(Hint: Use Exercise 1.)
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85 Representation Theory of GL,

In this paragraph we show that in characteristic zero every rational representation of GLy,
is completely reducible. This will be deduced from the general fact that every polynomial
representation of GL,, occurs as a subrepresentation of a direct sum of suitable tensor powers
(K™)®™ which are all completely reducible by our results from §3. Then we develop the
theory of weights and describe the irreducible representations of GL,, by their highest weights.
Finally, we will have a new look at the Decomposition Theorem 3.3.

5.1 Polynomial and rational representations. Let V' be a finite dimen-
sional vector space over K. We want to extend the notion of a regular function
on a vector space (1.1) to more general varieties.

Definition. A function f: GL(V) — K is called polynomial if it is the restric-
tion of a polynomial function f € K[End(V)]. It is called regular if det” - f is
polynomial for some r € N. The ring of regular functions is called the coordinate

ring of GL(V') and will be denoted by K[GL(V)].
Since GL(V') is ZAR1sKI-dense in End(V') (1.3) we have in a canonical way:
K[End(V)] € K[GL(V)] = K[End(V)][det™"].

A representation p: GL(V) — GL(W) is called polynomial if the entries p;;(g)
of the matrix p(g) with respect to a basis of W are polynomial functions on
GL(V). It is called rational if they are regular functions on GL(V'). We also say
that W is a polynomial or a rational GL(V')-module. We leave it to the reader
to check that this does not depend on the choice of a basis in W.

Exercise 1. Let p: GL(V) — GLn(K) an irreducible polynomial represen-
tation. Then the matrix entries p;; € K[GL(V)] are homogeneous polyno-
mials of the same degree. More generally, every polynomial representation p
is a direct sum of representations p(i) whose matrix entries are homogeneous
polynomials of degree 1.

(Hint: Let p(tE) = Y. t"A;. Then the A; form a system of central idempo-
tents: A@'Aj = (Siin.)

It is obvious how to generalize the notion of polynomial and rational functions
to products of the form GL(V;) x GL(V2) x ---. Thus we can also talk about
polynomial and rational representations of such groups.

5.2 Construction of representations and examples. The next lemma
follows immediately from the definitions.

Lemma. Let p: GL(V) — GL(W) be a rational representation.
(a) There is an n € N such that det”™ ®p is polynomial.
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(b) p is polynomial if and only if p extends to a polynomial map
p: End(V) — End(W),

and this extension is unique.

Let p: GL,,(K) — GL(W) be a rational representation where W is a K-vector
space. For every field extension K'/K we get a rational representation

PK': GLH<K/) — GL(K/ QK W)

and pg is polynomial if and only if p is polynomial.

In fact, by the lemma above we may assume that p is polynomial and therefore
defines a polynomial map p: M, (K) — M,,(K) which satisfies the following
identity:

pij(-- s Y apbis, . .) =Y pir(A)pr;(B)
! k
for A = (ays), B = (byy) € GL,,(K). Since GL,,(K) is ZARISKI-dense in M, (K)
(Lemma 1.3) this is an identity of polynomials and therefore holds for every
field extension K'/K and all A = (a,s), B = (byq) € GL,(K").

Exercises

2. If p: GL,(K) — GL(W) is an irreducible rational representation and
assume that Endgr, (W) = K. Then pg/: GL,(K') — GL(K' @k W) is
irreducible, too.

(Cf. 3.1 Exercise 3)

3. Let p: GL,(K) — GL(W) be a rational representation, W a finite di-
mensional K-vector space, and let £k C K be an arbitrary subfield. Let W
denote the space W considered as a (possibly infinite dimensional) k-vector
space. Then the linear action of GL, (k) on W is locally finite and rational.
(This means that every finite dimensional k-subspace of W is contained in
a finite dimensional GL,, (k)-stable subspace which carries a rational repre-
sentation of GLy (k).)

Examples. We leave it as an exercise to prove the following statements.

(1) The natural representation of GL(V') on V®™ is polynomial.

(2) det™: GL(V) — GL; is a rational representation for every n € Z; it
is polynomial for n > 0.

(3) If Wy, Wy are polynomial (resp. rational) representations of GL(V)
then so are the direct sum Wy @ Ws and the tensor product Wi @ Ws.

(4) If W is a rational representation then the dual representation W* is
rational, too.
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(5) Subrepresentations and quotient representations of polynomial (resp.

rational) representations are again polynomial (resp. rational).

(6) If W is a polynomial (resp. rational) representation, then so are the

symmetric powers S" W and the exterior powers \" W.

Some properties of the exterior powers /\j are collected in the following exer-

cises.

Exercises
4. For every linear map f: V — W we have linear maps /\j f: /\j V —
/\’ W for all j. This defines a regular map

N’ : Hom(V, W) — Hom(\’V, N’ W)
of degree j. If V, W are G-modules then /\j is G-equivariant.
5. For every j = 0,... ,dimV there are canonical GL(V)-equivariant iso-
morphisms A’ V* 5 (A’ V)* given by

MA AN TUL A AU = Z sgna/\l(va(l)) . --/\j(va(j)).
O'ESj

6. Choose a basis (e1,...,e,) of V and define the linear map
p NV SV byer A AG A en e
where (€1,... &) is the dual basis of V*. Show that
(a) p is an isomorphism and p(gw) = det g - u(w) for g € GL(V).
(b) u is independent of the choice of a basis, up to a scalar.
(For a generalization see the next exercise.)
7. For j = 0,1,...,dimV there is a non-degenerate GL(V)-equivariant
pairing \’ Vx A"’V = A"V ~ K given by (w, ) = wApu. In particular,
we have isomorphisms
(NV) = N V" = det™ ' NV 77V
of GL(V)-modules.

Let us recall that the coordinate ring K[W] can be identified with the symmetric
algebra of the dual space (1.1):

K[W] = S(W*) = @50 8" W™

So we see that for every rational representation W of GL(V) the coordinate
ring K [W] is a direct sum of rational representations. In particular, every finite
dimensional subspace of K[W] is contained in a finite dimensional rational
representation. This is expressed by saying that the action of GL(V) on the
coordinate ring K [W] given by
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(9f)(w) = f(g~'w) for g € GL(V), we W
is locally finite and rational.

Exercises

8. The one-dimensional rational representations of K* = GL;(K) are of
the form ¢t — t" where r € Z.

9. Every one-dimensional rational representation of GL(V') is of the form
det”: GL(V) — GL1, r € Z.
(Hint: Assume K algebraically closed. Choose a basis of V' and restrict p

to the diagonal matrices. Then p(diag(ai, ... ,an)) = ajtas® - --a;® by the
previous exercise. Since the matrices diag(a1, ... ,an), diag(as(1), - - ; o(n))
are both conjugate we get p(diag(ai,...,an)) = (a1---an)". Now use the

fact that the diagonalizable matrices are ZARISKI-dense in GL,, (2.3 Exercise
4).)

10. If p is an irreducible rational representation of GL(V') then the restric-
tion p|sr(v) is also irreducible.

5.3 Complete reducibility in characteristic zero. The next result holds
in any characteristic.

Proposition. FEvery polynomial representation of GL(V') is isomorphic to a
subrepresentation of a direct sum of the form @, V®™:.

By Corollary 3.3 this implies that in characteristic zero every polynomial rep-
resentation of GL(V') is completely reducible. With Lemma 5.2(a) this extends
immediately to every rational representation:

Corollary 1. If char K = 0 every rational representation of GL(V) is com-
pletely reducible.

Another consequence is that every irreducible polynomial representation W of
GL(V) occurs in some V®™. Moreover, the integer m is uniquely determined
by W since we have

tw=1t"-w forallte K*C GL(V) and w e W.

Corollary 2. Every irreducible polynomial representation W of GL(V') occurs
in a unique VO™,

Definition. The number m is called the degree of the representation W.

For the multiplicative group K* := GL1(K) we get the following result which
holds in any characteristic. It follows immediately from the proposition above
and Lemma 5.2(a) (see Exercise 8).
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Corollary 3. Fvery rational representation of K* is diagonalizable and the
irreducible representations of K* are of the form t— t™, m € Z.

PROOF OF PROPOSITION: Let p: GL(V) — GL(W) be a polynomial represen-
tation and p: End(V) — End(W) its extension (Lemma 6.2(b)). On End(V)
we consider the linear action of GL(V') given by right multiplication:

gA:=A-g7' for g€ GL(V), A€ End(V).
For every A € W* we define a linear map
ox: W= K[End(V)] by o (w)(4) = A(p(A)w)
where w € W and A € End(V'). This map ¢, is GL(V)-equivariant:
ealgw)(4) = A(p(A)gw) = AMp(4 - g)w) = pxa(w)(A - g)
= (goa(w))(A).
Furthermore, ) (w)(id) = A(w). Choosing a basis A1,..., A, of W* this im-
plies that the linear map
o : W — K[End(V)]™, w— (pr,(w),..., 0, (w))
is injective and GL(V')-equivariant. Thus, every m-dimensional polynomial rep-

resentation occurs in K [End(V')]™.

It remains to show that every finite dimensional subrepresentation of
K[End(V)] can be GL(V)-equivariantly embedded in a direct sum of tensor
powers V®J. By definition of the GL(V)-action on End(V) we have End(V) ~
(V*)™, hence

K[End(V)] ~ K[(V*)"] ~S(V") ~S(V)®---®@S(V)

as a GL(V)-module. Now S(V) = €,,-,5™V, and for each m we have a
GL(V)-linear embedding -

SV s VO™ pivg .. U Z Vo(1) ® -+ * @ Vg ()

which identifies SV with the symmetric tensors in V®™. This finishes the
proof of the proposition. O

Remark. There are two basic steps in the proof above. First we show that
every polynomial representation of GL(V') occurs in K [End(V)]™ for some m
where the linear action on K[End(V')] comes from right multiplication of GL(V)
on End(V'). Then we show that every finite dimensional subrepresentation of
End(V) is contained in a direct sum @;V®". We will use this again in a more
general situation in the following section.
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5.4 Generalization to linear groups and SL,,. We want to extend the pre-
vious considerations to arbitrary subgroups G C GL(V'), the so-called linear
groups. A K-valued function f: G — K is called regular (respectively polyno-
mial) if it is the restriction of a regular (resp. polynomial) function on GL(V).
We denote by K[G] the algebra of regular functions on G and by K[G]po1 the
subalgebra of polynomial functions. Clearly, the two coincide if and only if
G C SL(V). As above, this allows to define polynomial and rational representa-
tions p: G — GL(W) meaning that the matrix entries p;; with respect to any
basis of W are polynomial, respectively regular functions on G.

It is obvious from the definition that the restriction of a polynomial
(resp. rational) representation of GL(V) to G is again polynomial (resp. ratio-
nal). Moreover, the standard constructions forming direct sums, tensor prod-
ucts, symmetric and exterior powers, sub- and quotient representations lead
again to polynomial (resp. rational) representations (see Examples 5.2).

Exercises

11. Embed GL,(K) x GLy,(K) into GLy+4r(K) in the usual way:

A 0
(A,B) — (0 B) .
(a) GL,(K) x GL,(K) is ZARIsKI-closed in GL,4n(K).

(b) There is a canonical isomorphism
given by (f ® h)(A, B) := f(A)h(B).
(Hint: Consider first the subvector space M,, x M,, C My, 4,.)
(¢) If G C GL,(K) and H C GL,,,(K) are subgroups consider G x H as a
subgroup of GLyu+r(K). Then we have a canonical isomorphism
K|[G)®x K[H] = K[G x H]

defined as in (b).

(Hint: It follows from (b) that the map exists and is surjective. Now
choose a K-basis (fi)icr of K[G] and assume that the function ZZ fi®
h; is identically zero on G x H. Then show that h;(B) = 0 for all
BeH.)

12. Let G C GL(V) be a subgroup and denote by G the ZARISKI-closure:
G :={h e GL(V) | f(h) =0 for all f € I(G)}.
(I(G) is the ideal of G, see 1.3.)

(a) G is a subgroup of GL(V). (Hint: Look at left and right multiplications,
first with elements from G, then with those from G.)

(b) K[G] = K[G] and K|[G]po1 = K[G]por-
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(c) G and G have the same rational representations, i.e., p + plg is an
equivalence of categories.

The right multiplication of G' on itself determines a linear representation of G
on K[G] and on K[G]po in the usual way:

p(g)f (h) := f(hg) for g,h € G.

Lemma. The representation p on K[G] is locally finite and rational. It is
polynomial on K[G|por-

PROOF: By definition, the (linear) restriction maps K[GL(V)] — K[G] and
K[End(V)] — K|G|po are surjective and G-equivariant. Thus it suffices to
consider the case G = GL(V). We have already remarked in 5.2 that the rep-
resentation on K[End(V)] is locally finite and polynomial. In fact, End(V)* ~
V®---@V = V™ under the given representation and so K [End(V)],, ~ S™ (V™).
Since K[GL(V)] = |J,det™" K[End(V)] it follows that the representation on
K[GL(V)] is locally finite and rational. O

Now we can generalize Proposition 5.3.

Proposition 1. Every polynomial representation of G is isomorphic to a sub-
quotient of a direct sum of the form @;V®mi,

(A subquotient of a representation W is a subrepresentation of a quotient repre-
sentation of W. Clearly, a subquotient of a subquotient is again a subquotient.)

PROOF: (See Remark at the end of 5.3.) The same argument as in the proof of
Proposition 5.3 shows that every polynomial representation W of G occurs in
K[G]po™ for some m. Thus there exists a finite dimensional G-stable subspace
W c K[End(V)]™ such that W is a subquotient of W. Now we have seen in
the proof of Proposition 5.3 that every such W is contained in a direct sum
@ﬂ/@m. O

Corollary. If the representation of G on V€™ is completely reducible for all
m, then every rational representation of G is completely reducible. Moreover,
every irreducible polynomial representation occurs in some VE™.

As a first application we see that every rational representation of the subgroup
T, C GL,(K) of diagonal matrices is completely reducible. We will discuss this
in the next section 5.6.

Proposition 2. Assume char K = 0. Then every rational representation p
of SL(V') is completely reducible. Moreover, p is the restriction of a rational
representation p of GL(V'), and p is irreducible if and only if p is irreducible.
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PROOF: It is easy to see that the restriction of any irreducible representaiton of
GL(V) to SL(V) is again irreducible (cf. Exercise 10). Thus the representation
of SL(V) on V®™ is completely reducible for any m which proves the first
claim by the corollary above. Moreover, this implies that every subquotient is
isomorphic to a subrepresentation. Hence, every irreducible representation of
SL(V) occurs in some V®™ and is therefore the restriction of a polynomial
representation of GL(V). O

Exercise 13. Let p,p’ be two irreducible representations of GL(V) and
assume that plsrv) =~ p'|sr(vy. Then p’ ~ det” -p for some r € Z.

(Hint: Homgy,vy(W', W) is a GL(V)-stable one-dimensional subspace of
Hom(W', W). Now use Exercise 9.)

5.5 FROBENIUS Reciprocity. Let G be a finite group and H C G a subgroup.
If W is a H-module we denote by Indg W the induced G-module (or induced
representation) which is usually defined by

Ind$ W := KG ®xpy W.

where KG, K H denote the group algebras. On the other hand, every G-module
V' can be regarded as an H-module by restriction; we will denote it by V|g.

Proposition (FROBENIUS reciprocity). Let V' be an irreducible representa-
tion of G and W an irreducible representation of H. Assume that Endg(V) =
K =Endg(W). Then

mult(V, Ind$% W) = mult(W, V|g)

where mult(V, U) denotes the multiplicity of the irreducible representation V' in
the representation U.

The proof will follow from a more general result which holds for arbitrary linear
groups. It is easy to see that Indg W is canonically isomorphic to {n: G — W |
n(gh™') = hn(g) for all h € H} (see Exercise 14 below).

Definition. Let H C G C GL,,(K) be linear groups and let W be a rational
H-module (5.4). Then we define the induced G-module by

Ind% (W) := {n: G — W regular | n(gh™") = hn(g) for all h € H}.
The right hand side will be shortly denoted by Mory (G, W).
By definition, we have

Ind$ (W) = (K[G] @ W)
where the H-action is given by h(f ® w) := f" ® hw and f(g) := f(gh)
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(h € H,g € G). This shows that Ind% (W) is a locally finite and rational G-
module.

Exercise 14. For finite groups H C G and any H-module W there is a
canonical G-isomorphism

Mapy (G, W) = K[G] @k W
associating to an H-equivariant map 7: G — W the element deG gon(g).
(The H-action on G is given by right multiplication (g, h) — gh™'.)

Theorem. Let H C G C GL,,(K) be linear groups, V a rational G-module and
W be a rational H-module. There is a canonical isomorphism

Homg (V, Ind$ (W) S Hompy (V|g, W)

given by @ — ey o @ where ey : Ind$ (W) — W sends o to afe).

PRrROOF: The map ¢ — ew o ¢ is clearly well-defined and linear. The inverse
map has the following description: If ¢: V| — W is H-linear and v € V define
0, G — W by ©,(g) == ¥(g~tv). It is clear that ¢, is H-equivariant and so
Yy € Indg W. Now it is easy to verify that ¢: v — ¢, is a G-equivariant linear
map and that ¢ +— ¢ is the inverse map to ¢ — ey o . O

Now suppose that V is an irreducible (rational) representation of G such that
Endg(V) = K. If U is a completely reducible (locally finite and rational)
representation then the multiplicity of V in U is given by

mult(V,U) = dim Homg (V, U).

This shows that the Theorem above generalizes the FROBENIUS Reciprocity for
finite groups given in the Proposition at the beginning of this section.

5.6 Representations of tori and weights. In this section the characteristic
of K can be arbitrary. Consider the group

T, =<t= t1,...,tn € K* 3 C GL,(K)
2
of diagonal matrices which can be identified with the product
GLy X GLy X --- x GL; = (K™)™

n times

(see Exercise 11). Such a group is called an n-dimensional torus. Its coordinate
ring is given by
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K[T,] = Klzy, 27 20,25t o2, 2, = EB Ka'ag? - -xr
T1yee ,’I"nEZ
and the linear action of T}, on this algebra (by right multiplication, see 5.4) is

the obvious one: p(t)z; = t;z;.

Proposition. Fvery rational representation of T, is diagonalizable and the
one-dimensional representations are of the form

t1
p '.. :t;ltgz...tzn
ln
where ri,... ,ry € Z.
Proor: This is an immediate consequence of Corollary 5.4. O

Exercise 15. Let p: GL, — GL(W) be a rational representation. Then p
is polynomial if and only if p|r, is polynomial.

(Hint: Use the fact that the diagonalizable matrices are ZARISKI-dense in
M,,; see 2.3 Exercise 4.)

The one-dimensional representations of a torus 7' form a group (under multi-
plication), the character group of T. It will be denoted by X' (T') and is usually
written additively:
X(T,) = @Zei where ¢ =t;.
=1 tn
In other words, x = &1 +roeg+ -+ - rpe, € X(T),) corresponds to the rational
(invertible) function x*z5? - - - xl» € K[T,].

Given a rational representation p: GL,, — GL(W) we can decompose
W with respect to T},:

W= 5 Wi, Wi={weW|pt)w=A{t) wforalltecT,}.
AE€X(T)

The characters A € X(T') such that Wy # 0 are called the weights of W, the
eigenspaces W), are the corresponding weight space, and the non-zero elements
of W), are the weight vectors.

For example, the weights of A* K™ are {e;, + --- + €, | 11 <2 <
-+» < ik} and the weights of S¥ K™ are {ep+- e |1 <<~ <gi}. In
both cases the weight spaces are one-dimensional.
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Exercises
16. Determine the weights and the weight spaces of the adjoint representa-
tion
Ad: GL, — GL(M,), Ad(g)A:=g-A-g "

17. Identify the symmetric group S, with the subgroup of permutation
matrices of GL,,, i.e., 0 € §,, corresponds to the linear map which sends e;
to es(4), 1=1,...,n.
(a) Sy normalizes T, and S, T, = 1), Sy, is the normalizer of T, in GL,,.
(b) Let p: GL, — GL(W) be a rational representation. For any weight

space Wy and any o € S, the automorphism p(c) of W induces

an isomorphism Wy =~ W, where the weight o()) is defined by
a(N)(t) ;== Mo to).

5.7 Fixed vectors under U, and highest weights. For i # j and s € K
define the following elements

uij(s) =F+ SEZ']' S GLn(K>,
where E;; € M, is the matrix with entry 1 in position (7, j) and 0’s elsewhere.
Clearly, u;;(s)-uij(s") = ui;(s+s') and so U;; := {u;;(s) | s € K} is a subgroup
of GL,, isomorphic to the additive group K*. Furthermore, U;; is normalized
by T,:
ty
tug(s)t? :uij(titj_ls) for t = eT,, se K.
2
It is well known that the elements u;;(s) where ¢ < j and s € K generate the
subgroup U,, of upper triangular unipotent matrices:
1 % %
Up = L% = (uij(s) [ i < j, s € K).
1
This group U, is usually called the standard unipotent subgroup of GL,,(K).

Exercise 18. Give a proof of the last statement.
(Hint: Left multiplication of a matrix A by w;;(s) corresponds to the ele-
mentary row operation “adding s times the jth row to the ith row”.)

The following is the basic result in the theory of highest weights.

Lemma. Let A\ be a weight of W and w € Wy a weight vector. There are
elements wi € Wy (e, —¢;), k € N where wg = w such that
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uij(s)w = Zsk “wg, s€E K.
k>0

PRrOOF: Consider the application ¢: s — w;;(s)w. Since W is a rational GL,,-
module and detwu;;(s) = 1 it follows that ¢: K — W is a polynomial map,
hence of the form ¢(s) = Zkzo s* . wy, for suitable wy, € W. For t € T}, we get

to(s) = tuj(s)w= (tuij(s)t_l)(tw)
= uij(t-tfls)(tw) = uij(titjfls)()\(t) W)

= > AB)(tit; " s)F - wy,
k>0
for all s € K. Thus we get tw, = )\(t)(titj_l)k - wy, which shows that wy €
W)\-i-k(fii—fij)‘ U

Definition 1. The weights of the form ), _.n;;(e; — ;) where n;; > 0 are
called positive weights. Equivalently, A = ) .m;e; is positive if and only if
mq+mso+---+m, =0 and my, mi; +mso, m1 +ms +ms,... > 0. We define a
partial ordering on the weights by setting

A = b if and only if A — p is a positive weight.
Now we can prove the main result about weights of GL,,-modules.

Proposition. Let W be a non-trivial GL,,-module. Then we have WY # 0.
Moreover, let w € WY be a weight vector of weight X and let W' := (GL,, w) C
W be the submodule generated by w. Then the weight space W7 is equal to Kw,
and the other weights of W' are all < \.

PrROOF: The lemma above implies that for every weight vector w € W) and
i < j we have u;;(s)w € w+3_ .\ W, So, if A is a maximal weight with respect
to the partial ordering then w is fixed under (u;;(s) | i < j,s € K) = U,, which
proves the first claim.

For the second we need the fact that U, T,,U, is ZARISKI-dense in GL,, where
U, :={u'|u € U,} are the lower triangular unipotent matrices (see Exercise
19 below). Thus, for any weight vector w € WU» the set U, T,,U, Kw = U,; Kw
is ZARISKI-dense in GL,, Kw. It follows from the lemma above that U, w C w—I—
duxxWyandsoU, Kw C Kwe) ), W,. Hence, GanCKweBZ
and the claim follows.

u<>\

It is easy to see that with the notation of the proof above W' = (GL, w) =
(U, w) (see 1.3 Exercise 15).
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Exercises

19. For a matrix A = (a;;) € M, (K) the determinants det A, of the sub-
matrices of the form A, := (ai;)i j—; are called the principal minors. Show
that U, T,,U, is the set of those matrices whose principal minors are all
# 0. In particular, U, T,,U,, is ZARISKI-dense in M, (K).

U, T, U, is called the open cell of GL,,.

20. Show that the module W’ generated by a weight vector w € WY as
in the proposition above is indecomposable, i.e., W’ cannot be written as a
direct sum of two non-zero submodules.

Remark. The torus 7, normalizes the standard unipotent subgroup U, of
GL,,. It follows that for any GL,-module W the subspace WU is stable under
T,, and therefore a direct sum of weight spaces.

Corollary 1. Assume char K = 0 and let W be a GL,,-module. Then W is
simple if and only if imWUY» = 1. In this case WY is a one-dimensional
weight space W and all other weights of W are < A.

This is clear from the proposition above and the complete reducibility in char-
acteristic zero (3.3 Corollary 1).

Definition 2. A simple module W as in the corollary above is called a module
of highest weight .

Exercise 21. Assume that char K = 2 and consider the representation on
W :=S?V where V = K? is the standard representation.

(a) WY2 = Ke?, and (GLae?) = Kei @ Ke3 is isomorphic to V.
(b) W*)V2 = Ka120® Ka3, Kx12o is the determinant representation and
Corollary 2. Assume char K = 0.

(a) If W is a simple GL,, (K)-module then Endgr,, (W) = K.
(b) Ewvery rational representation of GL,,(K) is defined over Q.

Recall that this completes the proof of the Decomposition Theorem 3.3.

ProOOF: We first remark that a simple GL,-module W remains simple under
base field extensions which implies (a) (cf. 3.3 Exercise 9). In fact, it follows
from the weight space decomposition that (K’ ®@x W)\ = K' @ W) and so
(K’ XK W)U” =K' Qg WUn,

We have already seen in Remark 3.3 that assertion (a) is equivalent
to the fact that all simple submodules of V®™ are defined over Q. This proves
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(b) by Corollary 2 of 5.3. Here is another proof of this result: Let W be a
simple GL,, (K )-module and A its highest weight. Then W considered as a Q-
vector space is a locally finite and rational GL,,(Q)-module (see Exercise 3).
Now choose w € WU». By the Proposition above the Q-vector space Wg =
(GL,,(Q)w)g C W spanned by GL,,(Q)w is a simple GL,,(Q)-module of highest
weight A. Thus, K ®g Wg is also simple and the canonical homomorphism
K ®qg Wg — W is an isomorphism. O

Examples. Assume char K =0 and let V = K.

(1) The GL,-modules A’ V, j =1,2,... ,n (V = K™) are simple with highest
weight €1 +- - -+¢;. The GL,,-modules S*V,k=1,2,... are simple with highest
weight ke;.

(In f]?(jt, one easily sees that (A7 V)Un = K(ey A... A e;) and that (SFV)Un =
K€1 )

(2) If W is a simple GL,,-module of highest weight A\ = pie1+- - -+pp e, then the
dual module W* is simple of highest weight \* := —p,e1 —pn_162 — - - —D1Ep.

(In fact, pner + pn-_162 + -+ p1en, = 0o is the lowest weight of W where
oo is the order reversing permutation o¢(i) = n + 1 — i; see Exercise 17 or
the following section 5.8. Now the claim follows since the weights of W* are

{—p | p a weight of W}.)

Exercises

22. (char K = 0) Every rational representation of GL(V) x GL(V") is com-
pletely reducible. Every irreducible representation is of the form W @ W’
with irreducible representations W and W' of GL(V) and GL(V"’), respec-
tively. (Cf. 3.3 Exercise 4.)

23. Show that the traceless matrices M, := {A € M,(K) | TrA = 0}
form a simple GL,-module (with respect to conjugation: (g, A) — gAg™*)
of highest weight €1 — &,,.

24. Consider two rational representations p and p’ of the torus T),. Show
that p and p’ are equivalent if and only if Tr p(t) = Tr p'(t) for all t € T),.

5.8 Highest weight modules. Assume that char K = 0. To complete the
picture we describe the weights which occur as a highest weight of a simple
GL,-module. Moreover, we show that two simple GL,-modules with the same
highest weight are isomorphic.

First we remark that the group &, of permutation matrices in GL,,
normalizes the torus T,:
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1 to'(l)
to lo(2)

tn ta(n)

Therefore, we get an action of S, on the character group X (7;,) defined by
o(x(t)) == x(o7to),i.e. o(e;) = €,()- It is easy to see (cf. Exercise 17 (b)) that
for a rational representation p: GL, — GL(W) the linear map p(o) induces
an isomorphism Wy = W (x)- Thus, the weights of W are invariant under the
action of S,,.

Proposition 1. The element X = Y., pig; is a highest weight of a simple
GL,,-module if and only if p1 > ps > -+ > p,. The module is polynomial if and
only if p, > 0.

PROOF: It is obvious from the above that for every p € X(7},) thereisao € S,
such that o(p) = > | pie; satisfies p1 > py > -+ > p,,. But then o(u) = p
and so a highest weight has to satisfy this condition. In order to construct a
simple module with this highest weight we write A\ = >_"" | p;; in the form
A = miwy +mows + - - - + Mpwy, where w; := 1 +---+¢; is the highest weight
of A’ K™ (5.7 Example (2)). By assumption we have my, ... ,mn,_1 > 0, and
we see that the element

w = e(lgml ®(61 /\62)®m2 ®"'®(61 /\.../\en—l)®mn71
c V®m1 ® (A2v)®m2 R R (/\n_l‘/)@m”’l

is fixed under U,, and has weight \ := Z?:_ll piw;. It follows from Proposition
6.6 that the submodule W’ := (GL,, w) is simple of highest weight \". Hence
W := det™" W’ is simple of highest weight A = X' + m,,w,,. In addition, W’
is polynomial and so W is polynomial, too, in case m,, = p,, > 0. Conversely, it
is clear that for a polynomial representation every weight p = Y ¢;e; satisfies
q; > 0 for all 7. O

Definition. A weight of the form A = Z?:l pi€i where p1 > po > - > p,
is called a dominant weight. The dominant weights form a monoid A = Agy,,
generated by the fundamental weights

w1 ‘= €1, WQZ:€1+€2, ey Wp =1+ -+¢€p
and by —w,:
AGLn = Nwj + Nwsy + - + Nw,,—1 + Zw,.

The fundamental weights w; are the highest weights of the irreducible repre-
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sentations /\7’ V,i=1,...,n (see 5.7 Example 1 and the proof above).

Remark. Let W be a GL,,-module of highest weight A = " | p;e;. Then W
occurs in V@™ if and only if > ; p; = m and p, > 0. In this case we have
p; > 0 for all ¢ and p; = 0 for 57 > m. This follows immediately from the
construction given in the proof above.

So we see that the number |\ := >"" | p; coincides with the degree
of W (see 5.3 Corollary 2); we call it the degree of A\. The maximal k such that
pr # 0 is called the height of \. We will come back to this notion in in the
next paragraph (Definition 6.2) where we will show among other things that
ht()) is the minimal k such that W occurs as a subrepresentation of S(V*) (6.6
Corollary 2).

Exercise 25. Let W be a GL,-module of highest weight X. Then the weight
spaces Wy are stable under S, C GL,, and Wy # 0 if and only if
n==k-|\.

Proposition 2. Two simple GL, -modules are isomorphic if and only if they
have the same highest weight.

Proor: Let W; and W5 be two simple GL,-modules of the same highest
weight A and let w; € Wi and ws € Wy be highest weight vectors. Then
w = (wy,ws) € Wy @ Wy is Up,-invariant and of weight A. Thus, the submod-
ule W’ := (GL, w) C W; @& Ws is simple. If follows that the two projections
pr;: Wi & Wy — W; induce non-trivial homomorphisms W’ — W;, hence iso-
morphisms W/ = W, and W' 5 W, O

Exercise 26. Denote by 7 the automorphism A — (A™')" of GL,. If
p: GL, — GL(W) is a rational representation then p o 7 is isomorphic
to the dual representation p*.

5.9 The decomposition of V®™ revisited. Using the results of the previous
sections we can reformulate Theorem 3.5 which describes the decomposition of
VO™ as a S, x GL(V)-module. In §7 we will use a different approach and
calculate the characters of the irreducible components in this decomposition.

Proposition 1. Let V = K™. The S,, x GL,,-module V®™ admits an isotypic
decomposition of the following form

Ve = B Vi(n) = @ My ® La(n)
A A

where A runs through the set {> pie; | pr > p2 > -+ > pp > 0, p; = m},
Ly(n) is a GL,-module of highest weight A\ and M) a simple S,,-module.
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Remark 1. In the notation above we use an index n to emphasize the de-
pendence on GL,,. In fact, an element A\ =}, pie; (p1 > p2 > ---) can be
seen as a character of T, as soon as p; = 0 for j > n. Hence, there exists a
GL,,-module of highest weight A for every n > ht(\). Moreover, using the usual
embedding GL,, C GL,,+; we get a canonical inclusion

La(n) C Lx(n+1) = (LA(n))GLy 41

and it follows that (Vi(n))qL,,, = Va(n + 1). Thus, the S,-modules M) do
not depend on n.

Remark 2. If we do not want to specify a basis of V' we write Ly (V') for the
corresponding simple GL(V')-module. In fact, we have in a canonical way

L)\(V> = Homsm (M)\, V®m>

because Ends  (M,) = K. This shows that V +— Ly(V) can be regarded as
a functor. This means that a linear map ¢: V — W determines a linear map
La(p): La(V) — Lx(W), with Ly(p o 9) = Lx(¢) o Lx(v) and Ly(idy) =
idz, (v). In particular, if G is any group and V' a G-module then Ly (V) is again
a G-module:

Ly: MOdG — MOdG

where Mod¢g denotes the category of G-modules. As an example, L) (V) =
SU(V) and Lny(V) = A" V.

Exercise 27. Show that Lx(V*) = Lx(V)* in a canonical way and that
this module is isomorphic to Ly« (V).

We can say a bit more about the modules M,. Let W be any rational GL,,-
module. Then the weight space Wyet is a Sy,-module because the character det
is fixed under §,, C GL,, (see 5.6 Exercise 17).

Lemma. Let A\ be a highest weight and put n = |\|. Then the S,-module
Ly (n)get is isomorphic to M.

PrRoOOF: We have
(VO™ gt = @ Ke, where e, 1= €,(1) ® €5(2) @+ @ €4(n)-
gES,

This is an §,, X §,,-module where the action of the second factor comes from
the inclusion S,, C GL,,: (1,v)e, = e,,,-1 for (1,v) € S,, X S;,. Clearly, this is
the regular representation, i.e., (VE™)qer >~ @, My ® M. Thus
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Vii(N)det = M @ Lx(n)get =~ My @ M)
and the claim follows. O

Examples. (5" V)4t = Kejes--- e, is the trivial representation of S, and
(A" V)daet = A"V is the sign representation of S,,.
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86 Irreducible Characters of GL(V) and S,

Following WEYL’s Classical Groups [Wey46] we describe the characters of the irreducible
polynomial representations of GLy,, the so-called SCHUR polynomials, and relate them to the
characters of the symmetric group. As a consequence, we obtain some classical decomposition
formulas (CAucHY’s formula and PIERI’s formula).

In this paragraph we assume char K = 0.

6.1 Characters. As before let T;, C GL,, denote the subgroup of diagonal
matrices. If p: GL,, — GL(W) is a rational representation, the function

1

Xpt (@1, ,zn) = Trp( )
Tn

is called the character of p. It will also be denoted by xw .

Lemma. Let p, p’ be rational representations of GL,,.

(a) xp € Z]z1,2171,.. ], and X, € Z[z1, ... ,x,] in case p is polynomial.
(b) x, is a symmetric function.
(c) If p and p" are equivalent representations of GLy, then x, = X,r.

PRrROOF: (a) follows from the definitions, see 5.1. For (b) we use the action of
S, C GL,, on T}, by conjugation which we discussed in 5.8. The last statement
is clear by definition. O

We have shown in the last paragraph that an irreducible representation p of
GL,, is determined (up to equivalence) by its highest weight (5.8 Proposition
2). On the other hand, it is easy to see that the character x, determines all
the weights of p and even their multiplicities (i.e., the dimensions of the weight
spaces; see the following Exercise 1). It follows that two representations with
the same character are equivalent. We will see this again in 6.6 as a consequence
of the character theory.

Exercise 1. Show that the character xw determines the weights of W and
their multiplicities (i.e., the dimensions of the corresponding weight spaces).
(Use 5.7 Exercise 24.)

The next proposition collects some simple facts about characters. The proofs
are easy and will be left to the reader.

Proposition.

(a) Let Wi, Wy be two rational representations of GL,,. Then xw,ew, =
XWy + XW, and XW1@We = XWyp " XWy -



6.2 SCHUR polynomials 57

(b) If W is an irreducible polynomial representation of degree m (see 5.3
Corollary 2) then xw is a homogeneous polynomial of degree m.

(¢) The character of the dual representation W* is given by
xwe(x1, .. x) = xwzrh ..zt

Examples. Let V = K™.

(1) xvem = (z1+ - +zn)™.

(2) xs2v = Zigj LiLj, XAV = Zi<j TiZyj.
(3> Xdet = L1X2 " Tp, XV* = -Tl_l +--- 4+ %;1-
(4) XAn—1y = Z?:l €y (E\Z Ly = (xl .. .xn)(xl_l + .. _|_xT_Ll)
The characters of the symmetric powers STV (i.e., the sum over all monomials
of degree j) are called the complete symmetric polynomials:

hj(z1,...,2n) == Xsiy = Z Tiy Tiy - T
i1 <ip <o
We obviously have the following generating function:

n 1 00
=Y h,-tl.
1—£E‘Z’t Z J
=1 7=0

(3

These polynomials h; are special cases of SCHUR polynomials which we are
going to introduce and discuss in the next section.

Exercise 2. The representation p: GL, — GL(W) is polynomial if and
only if its character x, is a polynomial.
(Hint: Use 5.6 Exercise 15.)

6.2 SCHUR polynomials. Let P denote the set of decreasing finite sequences
of natural numbers:

7)2:{)\:<)\17)\27~-~)‘)\i€N7 )\12)\22..., )\i:Oforlargei}.

The elements of P are called partitions and are geometrically represented by
their YOUNG diagram with rows consisting of A, Ao,... boxes, respectively.
E.g., the partition (6,4, 3, 3,1) is represented by
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Mostly, we will identify the partition A with its YOUNG diagram; if we want
to emphasize the difference we use the notion YD()) for the YOUNG diagram
associated to the partition A.

By Proposition 1 of 5.8 the highest weights ) . p;e; of irreducible poly-
nomial representations of GL,, can be identified with the partitions (p1, p2,...)
subject to the condition that p;, = 0 for ¢ > n. This leads to the following
definition.

Definition. For A\ € P we define the height (or the length) of A by
ht A := max{i | \; # 0} = length of the first column of YD())
and the degree of A by

IA| = Z)\i = # boxes in YD(A).

For example, for the partition A = (6,4,3,3,1) above we find ht A\ = 5 and
Al = 17.

We have P = |J,,>0 Pm, where P, := {A € P | |\| = m} are the
partitions of m, i.e., the YOUNG diagrams with m boxes.

Now we fix a number n € N. Let A € P be of height < n, A\ =
(A1,...,An). Define
Pl a2
x)\1—|—n—1

ua(T1,...,2n) = det 2

. A+n—1_Ao+n—2 . An
= D senoag ey To(n):
cES,

Clearly, vy is an alternating homogeneous polynomial € Z[x1,. .. ,x,] of degree
Al + (). Moreover,

U(O,... ,O)(mla ... 7x’n,) - H(xz - x])

1<j
is the VANDERMONDE determinant which will be denoted by A(zy,...,z,).
Since every vy vanishes for x; = z; (i # j) it is divisible by A. The polynomial
ua(T1, ..., Tn)
yeen yIp) i= € Llx1,y... Ty
sx(#1 Tn) A(xy,...,2Tp) 21 )

is called the SCHUR polynomial associated to A. It follows from the definition
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that sy is a symmetric homogeneous polynomial of degree |\|.

Exercises
3. Show that s(11,... 1) = 122 - - - ©». More generally, we have s ... 1) =
(z122 - - ~xn)k.
4. Let ht A = r. Then we have
sa(@yt, ) (@) = sac (@1, ... )
where A is the complementary partition defined by

Ai=(n—Ar,...,n— A1)

We denote by Z[z1, ... ,Tp|sym the subring of Z[z1, ... , z,] of symmetric poly-
nomials and by Z[x1, ..., x,]at the subgroup of alternating polynomials.
Lemma. (a) {vy | ht A < n} is a Z-bases of Z]x1,. .. ,xn]alt-

(b) {sx | ht A < n} is a Z-bases of Z[x1, ... ,Tp]sym-

PRrROOF: (a) Let f € Z[x1,...,zp]a and let ax('x5? - - - 2] be the leading term
of f with respect to the lexicographic ordering of the exponents (r1,...,r,).
Then r;y > ro > ... > 1, > 0 because f is alternating. Now we define \ :=

(ri—m+1,ro—n+2,...,7r,) € P. Then vy has leading term zi* - - -z~ and

n
this term cancels in f; = f — avy. The claim now follows by induction.

(b) This is an immediate consequence of (a): Every alternating function is

divisible by the VANDERMONDE determinant A and so Z[z1,...,Zplas = A -
Zx1, .. s Tplsym- O
Exercises
5. The SCHUR polynomial sy has leading term xflxgz ...z in the lexico-

graphic ordering.
6. Let m < n. Then

sx(x1,...,xm) for ht A < m,
s,\(xl,...,mm,o,...,()):{ OA( ! ) for ht A > 1m.

(Hint: One has vx(x1,... ,Zn-1,0) = z122 - Tp_1Ur(T1,... ,Tn—1) if Ay, =
0 and similarly Hi<j(56i — :c])’ =TT Tn_1 Hi<j<n(wi —xzj).)

7. PIERI’s formula.Let A be a partition of height < n. Show that

- 1
o L= =25
1=1 "

where the sum is over all partitions p such that pu1 > A1 > p2 > A2 >
++ > fn > Ap. This means that YD(u) is obtained from YD(\) by adding

xp=0
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some boxes to the rows, at most one box to every column. (Both sides of
the equation are considered as formal power series in 1, ... ,Zy,.)
(Hint: Multiplying with A the claim becomes

E 41 129 E i1 in __
Sgno’xa(l) . xa(n) . xl e xn —
115 5in

where ¢; := \; +n — ¢ and the sum is over all my > €1 > mg > ¥l > -+ >
My, > Up.)

8. Let A be a partition of height < n. Show that
i1 <<, w
where the sum is over all partitions p of height < n such that YD(u) is

obtained from YD(\) by adding some boxes, at most one to every row.
(Hint: See previous exercise.)

6.3 CAuCHY’s formula. We have the following formula where both sides are
considered as elements in the ring Z[x1,...,Tn,Y1,-.. ,Yn] of formal power
series:

11 ;: ST sa@n )W Ym)-

ht A<min(n,m)

PROOF: It is easy to reduce this to the case n = m: Assume m < n. Then the
claim follows by setting x,,+1 = ... =z, = 0 in the formula for HZ]‘=1 1_;%
and using Exercise 6 above. For n = m CAUCHY’s formula is a consequence of

the following two formulas:

1 u 1
det | ——— = A(x1,.-,%n) AWiye-- 5 Yn) —(%
(1—%%‘) ( ! ) ( ! ) iJHll—xiyj( )

det(%) = S @ m) W) ()

—_ x .
iY; ht A<n

The first one is obtained by induction on n. Subtracting the first row from all

1
1—z;y;

other rows in the matrix ( ) ~and using
i,

1 1 T; — I Yj

1—CL’¢yj B 1—CL’1yj - 1—$1yj ‘ 1_xiyj
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1
det <7) -
1 —zy;
1 1

_ (@2 - 551)(7353 — 1) (T —2) i

Hj:l(l — z1Y;)

we get

Now we subtract in the matrix on the right hand side the first column from all
others and use

i vy Y~y 1
l—zy;, 1-xyn 11—z 1— 15y

This gives
1 0 . 0
Y1 Y2 .. Yn

det 1—x2y1 1—z2y2 1—z2yn =

(2 = y)(ys —y1) - (yn — 1) 4 ( 1 )
H?:Q(l — Tiy1) 1 =y, i,j=2,...,n

det <L) -
1 —zy;
:(xz—x1)~-~(xn—x1)(y2—y1)"'(yn—y1).det< 1 )
IL or j=1 (1 —ziyy) L=2y; /) j—o

from which (x) follows by induction.

For the second equation (kx) we put 1_;” = > ,>olxiy;)” and obtain
1Yz =
1 n
det <?) = D sano ][ D (wiwew)”
iY; gES, 1=1v>0
© Yo X st
UGSn Vi,---,Vn
X e X ey
Vlyeen s Un >0 oc€S,

This shows that in the first summation we can assume that all v; are different.
Hence, this summation can be replaced by a double summation over all vy >

geee
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vy > ...> 1, and all permutations:

DD Ty w ey D S Yy Y =

v1>..>0n TES, ocSy,
= D DsenTealiy e wiy s D see Y Yt
V1>...>Vn TES, HES,
and the claim follows from the definition of vy (z1,...,x,). O
6.4 NEWTON polynomials. Let n;(xy,...,x,) := x} + x5 + -+ 2 denote

the power sum and define for p € P:

nu(x1, ..., x,) = Hnm(xl,... , L)

i>1
This is a homogeneous symmetric function in Z[z1, ... ,x,] of degree |u|. The
nu(x1,...,x,) are called NEWTON polynomials. Since the SCHUR polynomials

form a bases of the symmetric functions (Lemma 6.2 (b)) we can express n,, in
terms of the s)’s:

nu(ze,.z) = > aa(p) sa(e, ... 2) (1)
ht A<n; |A[=]u|
where ay(p) € Z. It is not hard to see that the ax(u) do not depend on n, the
number of variables (cf. Exercise 6).

Now recall that there is a canonical bijection between the conjugacy
classes in S,, and the partitions P,, of m: For ¢ € §,, the corresponding
partition p(o) is given by the lengths of the cycles in a decomposition of o
as a product of disjoint cycles (see Exercise 10 in the following section 6.5).
Using this we will understand the coefficients ay(u) as class functions on Sy,
m = |\l

ax: Sy — 7, o — ax(u(o)).

We will show in the next section that the ay are exactly the irreducible char-
acters of Sp,.

Exercise 9. FROBENIUS’ formula.For a polynomial f € Z[x1,... ,x,] we
denote by [fle,...e, the coefficient of the monomial %! - - - 2% in f. Then we
have the following formula:

aA(M) = [A : nl‘]él"‘én
where ¢; ;= \; +n — 1.

Remark. The NEWTON polynomials n,(x1, ... ,x,) can also be interpreted as
traces. Let 0 € §,,, and consider the endomorphism
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T
p:=00
Ln
of VO™ where V = K™. If o has partition p then
Tro =n,(z1,...,25).

In fact, the lines K(e;, ® ---® ;) C VE™ are stable under ¢. Hence, Tr ¢ is
the sum over those monomials z;, ;, - - - z;,, for which ¢;, ® --- ®¢;, 1is fixed
under . We may assume that

o=(12,...,p0)(p1+1,...p1+p2) - (m—ps+1,...,m).

Then a tensor e;, ® e;, ® --- X e; is fixed under o if and only if it is of the
form e ®e?;’“‘2 ® - ®e;®s““’. Hence

J1
Tre = D apleeals = aQ ) (Qal)
jl?“'ajs i i i
= nu(T1,...,Tn).

6.5 The irreducible characters of S,,,. We want to show that the coefficients
ay in formula (1) of 6.4 are the irreducible characters of S,,. A first step is to
prove the following orthogonality relations:

Lemma 1. Let \,\' € P,,. Then

m!  for A=\,

> ax(o)ax(o) = .
0 otherwise.

oceS,,

PrOOF: We use CAUCHY’s formula 6.3. Taking the formal logarithm we get

n

1 ” zyyy n,(z)n,
o | Ty | = S X = e

1 -y,
i,j=1 iY; i,j=1v>0 v>0

Since explog = id we can calculate the term of degree m in the expansion of
I1 L__ in the following way:

i,j 1—$iyj
B : ny ()1 (y)
R,, = term of degree m in exp Z —
v
v>0
= () ng(x)"™ - - ng (@) na (y)™ - - -1 (y)"™
17272 v gTspqlpgl eyl

r1+2ra+

cedsrs=m
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Now the sequences r = (r1,...,rs) with r; + 2ry + -+ 4+ srg = m correspond
bijectively to the partitions of m:

r=(ry,...,rs) > pup=1(s8...,8s—1,...,s—1,...,1,1,...,1),

~~ ~~ d ——
Ts Ts—1 T1
and the number
|
m!
f}/(u) T 17"127"2 e 87"3/)"1! .. 'TS!

is equal to the number of elements in the conjugacy class of S,, corresponding
to u (see Exercise 10 below). Hence

R = 32 () ma(e)na(y)

HEPm

_ Z %’Y(N) Z ax(p)ax (p)sa(x)sx(y)

HEPm AN EP,

= Y S mmanin | s@sn ).

AN EP, \HEPy
Looking at the right hand side of CAUCHY’s formula 6.3, we get

Ry =) sa(@)sa(y),

AEPm

and the claim follows. O

Exercise 10. Show that two permutations o, 7 € S,, are conjugate if and
only if they correspond to the same partition A (i.e., they have the same
cycle lengths in their decomposition into disjoint cycles). Prove that the
number of elements in the conjugacy class corresponding to the partition

A=(s",(s—1)"s=1,...,2™ 1) is given by
m)!
A) = .
’Y( ) 17"127"2...37"57”1!...7'5!

The next step is to show that the ay are virtual characters, i.e., Z-linear combi-

nations of characters. Recall that there is another Z-bases {r) | A € P,ht A <n}

of the symmetric polynomials Z[z1, ... , Zp]sym Which has already been used in

the proof of Lemma 3.1: For A = (A1, Ao, ... ,)\n))\the function ry(z1,...,z,)
2 A

is the sum of the monomials in the orbit of £}'z3? -z} under S,,. Now we



6.5 The irreducible characters of S,, 65

express the NEWTON polynomials in terms of the r)’s:

nu(Ty,. o mn) = Y ba(p)ra(z, ... @) (2)

IAl=|pl

Lemma 2. With the notation above we have:

(a) ax € X2, Zby;
(b) by € ay + > s, Zax, where > is the lexicographic ordering;

(c) by is the character of the induced representation Ind?? K of the trivial
representation K where Sy := Sy, X -+ x Sy, C S, m:=|A|.

(Recall that the induced representation Indgzl K is the permutation represen-

tation coming from the action of S, on the coset space S,,/S\, i.e., Indgf K
has a basis of the form ez (7 € S,,,/5)) and o(ez) = ez7.)

PROOF: (a) To see this we express the r)’s in (2) in terms of SCHUR polynomials
and compare with equation (1) in 6.4.

(b) With respect to the lexicographic ordering of the exponents the function
vy = A-sy has leading term 27" ™" 1222772 ... g2 Since the function A-ry =
[lic;j(zi — x;) - ra has the same leading term we must have a relation of the
form:

Sy =1x+ E YANTN,  Van € L.
AN <A

Putting this into formula (1) of 6.4 and comparing with (2) above we get

b77 =ay+ Z YAn G-
A>n
(c) We have to show that by(u) is the number of fixed points of a permutation
o € S,, with partition u acting on the coset space S;, / Sx. Equation (2) above
has the form

S )
A

This shows that by (u) is the number of possibilities to decompose the set M =
{p1, p2y - -, pm } into m disjoint subsets M = M; U My U ... U M, such that
the sum of the p;’s in M; is equal to A;. We claim that this number equals the
number of fixed points of a permutation ¢ with partition p acting on S,, /Sa.
In fact, 7S, is fixed under o if and only if 77 'o7 € S which implies that the
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set M = {p1,...,um} of the cycle lengths of o is decomposable in the way
described above. It is now easy to see that the fixed points correspond exactly
to the different decompositions of M. O

Now we are ready to prove the main result of this section.

Theorem. For every A € P,, there is an irreducible K-linear representation
of Sy with character ay. In particular, the ayx (A € Pp,) are the irreducible
characters of Sy, .

We use the notation My (K) = M, for a simple S,,-module (defined over K)
with character a). We will see in a moment that this is in accordance with the
notation introduced in 3.3 and 5.9.

ProOF: It follows from Lemma 2 (a) and (c) that ay = > ~ix; with irre-
ducible characters x; and 7; € Z. The orthogonality relations (Lemma 1) imply
S"4% = 1. Hence ay or —ay is an irreducible character. Using Lemma 2 (b)
(and again (c)) we see that the sign must be +1 since the character by is a sum
of irreducible characters with positive coefficients. It also follows that the repre-
sentation Indﬁ;’”‘ K must contain a unique subrepresentation M, with character

ay because a) occurs with multiplicity one in by. O
Exercises
11. Let A = (A1,... ,\r) be a partition of m. Show that
. m!
i<j

where /; = \; + m — 1.
(Hint: Use the FROBENIUS formula of Exercise 9:

dim My = ax(1) = [A(z1 + -+ 20) ey o0, -

12. Hook length formula. To each box B in a YOUNG diagram we asso-
ciate a hook consisting of all boxes below or to the right hand side of B; its
length is by definition the number of boxes in the hook. Prove the following
formula:

m!
[T hook lengths

(Hint: Use the previous exercise.)

dimM)\ =

The next result is clear from the above (cf. Proposition 3.3 and Corollary 5.7).

Corollary. For every field extension K'/K we have My(K)®x K' = M)(K')
as Sy,-modules. In particular, every S,,-module M 1is defined over Q, and for
a simple module M we get Ends, (M) = K.
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Examples. (1) For A = (m) we have Indgz K = K, hence b(,;;) = a(p, is the
trivial character and M,,) = K, the trivial representation.

(2) For A = (m—1,1) we see that Indgzi1 K is the natural representation of S,,
on K™ and b(m—l,l) = a(m—l,l) -+ CL(m) Thus M(m—l,l) >~ Kn/K(l, 1, Ce ,1)

6.6 The irreducible characters of GL,,. Now we are in position to prove
the main result about the characters of GL,, which is due to SCHUR.

Theorem. For every partition \ of height < n there is an irreducible polynomial
representation Ly of GL,, whose character is the SCHUR polynomial sy. The L)
represent all isomorphism classes of simple polynomial GL,,-modules. Moreover,
Ly has highest weight ), Ai€;.

Proor: Consider the representation of S,, x GL,, on V®™ V = K" and its
character

T
x(o;21,...,2y,) :=Tr(oo ): S XT), = K.
Tn

Since the a) form a Z-basis of the class functions on §,, we can write x in the
form

X= Y ax-§ with &\ €Z[xy,... a,).
AEPm
On the other hand, we have the S,, x GL(V')-stable decomposition
yem o @ My ® Ly
AP’

with a suitable subset P’ C P,, and certain irreducible polynomial represen-
tations Ly of GL,, (Theorem 3.3). Hence, by uniqueness, §x = xr, for A € P’
(and §) = 0 otherwise). Now we have seen in Remark 6.4 that

x(o,z1, ... zn) =ny(21,... ,20)

where p = p(0o) is the partition of o. Since we know from equation (1) in 6.4
that

nu(x1,... ,2,) = Z ax(p)sx(z1,...,zn)

[A|=m, ht A<n

we finally get xr, = sx for A€ P/ ={A € P, | ht A <n}.
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The last statement of the theorem is clear since sy has leading term xi‘l R
in the lexicographic ordering (see Exercise 5). O

Remark. By the last statement of the theorem the notation L) is in accor-
dance with the one introduced in 5.9. We also write Ly(n) or Ly(K) in order
to emphasize the group GL,, or the base field K. If we do not want to specify
a basis in V' we use the notation Ly(V') for the corresponding simple polyno-
mial GL(V')-module for which we have the following functorial description (cf.
Remark 5.9):

L)\(V) = Homsm (M)\, V®m).
Moreover, we get
EndGLn L)\(K) =K and L)\(K) RK K/gL)\(K/)

for any field extension K'/K. Since the SCHUR polynomials s, are linearly
independent (Lemma 6.2 (b)) we see again that every rational representation
of GL,, is determined by its character, up to equivalence (cf. 5.8 Exercise 24).

From the above we get the following decomposition formula for V®™
as a Sy, X GL(V)-module which was considered earlier in 3.3 and again in 5.9.
It can now be seen as a representation theoretic interpretation of formula (1) of
6.4 expressing the NEWTON polynomials in terms of the SCHUR polynomials.

Corollary 1. We have

yom o o My(K) ® Ly(V)
[Al=m, ht A<dim V'

as Sy x GL(V')-modules.

We can also give representation theoretic interpretation of CAUCHY’s formula
6.3.

Corollary 2. As a representation of GL(V') x GL(W) we have

SVeWw)=  Li(V)® La(W)
ht A<h

where h := min(dim V, dim W). More precisely,
Sfvew)= @ LaV) @ Ly(W).
ht A<h, |A|=d

In particular, we see that Lx(V') occurs in S(V™) if and only if ht A < m.
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PROOF: It is easy to see that
H 1

is the (formal) character of the representation of GL,, x GL,, on the symmetric
algebra S(K" ® K™) = K[z;; |i=1,...,n;j =1,...,m]. Now we can argue
as in the proof of the Theorem above to get the required result. O

Finally, from PIERI’s formula (Exercises 7 and 8) we obtain the following rules:

Corollary 3. For any partition A of height <n = dimV we have

Ly®S™ (V)= L.V)

where the sum if over all partitions u of degree |u| = |\ +m and height < n
whose YOUNG diagram is obtained from YD(X) by adding m boxes, at most one
to each column. Similarly, one gets

Lyo \"(V) =P Lu(V)

where the sum if over all partitions u of degree |u| = |A| +m and height < n
whose YOUNG diagram is obtained from YD(\) by adding m boxes, at most one
to each row.

Example. We have the following decompositions
Ly(V) ® 8*(V) = Ly @ L) © L @ Lz,

corresponding to the YOUNG diagrams

5] 7 [+]
* —
o * *

and similarly L 1)(V) ® N (V) = L3.2)® L3,1,1) ® L(2,2,1) ® L(2,1,1,1)-

Exercise 13. Show that ht X is the smallest integer r such that det” Lx(n)*
is a polynomial module and prove that det™* Ly(n)* ~ Lyc(n) where A¢ is
the complementary partition (n — Ay, ... ,n— A1), 7 = ht A.

(Hint: Use 6.1 Proposition (c) and Exercises 2 and 4.)

6.7 Decomposition of tensor products. Let G be a linear group and as-
sume that every rational representation of G is completely reducible. Given two
irreducible representations V and W of GG it is an important task to determine
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the decomposition of the tensor product V ® W as a direct sum of irreducible
representations. This means that we want to calculate the multiplicities

my = mult(Vy,V @ W)

where A\ parametrizes the irreducible representations of G. We have already seen
two such examples in the previous paragraph, deduced from PERIE’s formula,
namely the decomposition of the GL(V)-modules L&S™ (V) and L&oA™ (V) (6.6
Corollary 3). We will first show that there is an interesting relation between
such multiplicities for the general linear group and those for the symmetric

group.

For three partitions A, u, p of height < n we define the following mul-
tiplicities:

N = mult(L,, Ly ® L,,).

where all modules are considered as GL,-modules. We will see in a moment
that N 3‘” does not depend on n as long as n > ht A, ht u, ht p. Equivalently, we
have

Ly® L, ~ENL,.
p

Proposition. Let A be a partition of p, i a partition of ¢ and p a partition of
m :=p+q. Consider S, xS, as a subgroup of Sy, in the usual way. Then we
have

N :=mult(Ly, Ly ® L,,) = mult(My ® M, My|s, x s,):

and N)* =0 if [p| # |A| + |pl.

PrOOF: This is an easy consequence of CAUCHY’s formula (6.6 Corollary 1).
We have

Ver= (G My® Ly and V= P M, ®L,.

[Al=p ll=q
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Thus we get for V™ = V& @ V&7 ag an S, x S; x GL,-module

yem

>~

112

I

112

P ML,

lpl=m

@ (M ® Mu) ® (Lx @ Lu)

IN=p,lnl=q

@ (My® Mu) ® (N;f)\Lp)

IN=p,|ul=q,|p|l=m

D

lp|l=m

b ~NAMeM,)|eL,.

IX=p,|u|=q

This shows that M,|s, xs, = @Iklzp,lulzq N;)”‘(M,\ ® M,,) and the claim fol-

lows.

O
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87 Some Classical Invariant Theory

In the following paragraphs we give another approach to the First Fundamental Theorem
for GL,, which will enable us to generalize it to all classical groups. It is based on the
representation theory of the general linear group and on the CAPELLI-DERUYTS expansion.
Along these lines we discuss two fundamental results due to H. WEYL concerning invariants
of several copies of a representation V of an arbitrary group G C GL(V). In this context
we introduce the algebra of differential operators generated by the polarization operators.
They will play an important réle in the theory of CAPELLI. Finally, we study multiplicity free
algebras and show how they are related to the problems discussed so far and how they can
be used to obtain different proofs of some of our previous results.

Throughout the end of the text we assume char K = 0.

7.1 GL,-action on invariants. We come back to the general situation from
the very beginning of these notes (see §1.5). Let V be a finite dimensional
K-vector space and G C GL(V) an arbitrary subgroup. We want to discuss
the G-invariants of p copies of the representation V' where p is any natural
number. For this purpose we introduce the following linear action of GL, on

Vp:VEB...EBV:
h(vi,...,vp) == (vi,...,0,)-h~t for h € GL,

where the right hand side has the obvious meaning of multiplication of matrices:
If A= (a;)} ;= then

P
(V1,0 ,0p) - A= (... 7Zaijvi,~--)-
i=1

Choosing a basis and identifying V? with the n x p matrices M,,«, this action
is just right multiplication with the matrix h=!.

Remark. There are two natural actions of GL, on V? depending on the fol-
lowing two identifications:

VP =KP®V or VP=Hom(K", V).

The two actions are obtained from each other by the outer automorphism h —
(h~1)t. All results we are going to describe are true for both actions, perhaps
with some minor changes in notation. We have chosen the latter since it has the
advantage that the corresponding representation on the coordinate ring K[V?]
is polynomial.

The action of GL, on V? clearly commutes with the natural diagonal action of
GL(V). Hence, we get the following result about the G-invariants.

Lemma. The ring of invariants K[V?] is stable under GL,.
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For » < p we include V" C VP using the first r copies of V:
Vi VP o (v1,...,00) = (V1,00 ,00,0,...,0).

This map is equivariant with respect to the inclusion of the corresponding
groups:

A 0
GL, —-GL, : A~ <O Ep—r) . (1)
Moreover, we have an inclusion of the coordinate rings
K[V'] < K[VP]

corresponding to the linear projection pr: VP — V" onto the first r copies,
i.e., we identify K[V"] with those functions f € K[V?] which do not depend
on the last p — r copies of V. This inclusion is clearly GL(V)-equivariant, but
also equivariant with respect to the homomorphism (1) above. In particular,
we obtain

K[V"% = K[V'InK[VP]% c K[VP]9.
By the lemma above K[VP]¢ even contains the GL,-module generated by
K[Vr<:

(K[V'%er, C K[VP)©. (2)
(As before, we use the notation (S)qr, for the GL,-module generated by a
subset S of a representation of GL,.)

A fundamental result which is due to WEYL says that we have equal-
ity in (2) as soon as r > dimV ([Wey46] II1.5 Theorem 2.5A). This result is

sometimes refered to by saying that “ome can see all invariants already on
n=dimV copies”.

Theorem A (H. WEYL). For every p > n := dimV we have K[VP]¢ =
(K[V"%aL,. In particular, if S C K[V is a system of generators then
(S)cr, generates the invariant ring K[VP]¢.

The classical proof of this result is based on the CAPELLI-DERUYTS expansion.
We will discuss it in the next paragraph (see 8.2). Here we use the representation
theory of GL,, to obtain a more direct proof based on our results from §5 about
highest weights of GL,-modules. (See Corollary 1 of the following section.)

Exercises 1. Verify the theorem for the standard (1-dimensional) repre-
sentation of the finite cyclic group um, = {¢ € K* | (™ = 1} C GLy of
order m.

2. Determine the invariants of several copies of the standard 2-dimensional
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representation of T := {(é t_ol) ‘t € K*} C GLs.
(Cf. 1.2 Exercise 6.)

3. Let V be an n-dimensional representation of G and assume that K[V "]¢
is generated by the invariants of degree < N for some N > 0. Then this
holds for the invariants of any number of copies of V.

7.2 Up-invariants and primary covariants. We use the notation from the
previous section.

Proposition. Assumep > n :=dimV and let M C K[V?] be a GL,-stable sub-
space. Then, as a GL,-module, M is generated by its intersection with K[V"|:

M = (M K[V")ar,.

Before giving the proof of the proposition we want to draw some consequences.
Part (a) of the following corollary is WEYL’s Theorem A of the previous section
7.1.

Corollary 1. Assume that the subspace F C K[V"]Y generates K[V"]¢ as an
algebra.

(a) For p > n the invariants K[VP]% are generated by (F)au, -

(b) For p < n the invariants K[VP]S are generated by the restrictions
res F' := {f|v» | f € F}. Moreover, res ' = F N K[VP] in case F is
GL,,-stable.

PROOF: (a) Let p > n and denote by R C K[V?] the subalgebra generated by
(F)gr,. Then R C K[VP]9, and R is GL,-stable. Since R D> K[F] = K[V"]¢ =
K[VP]% N K[V"] the proposition above implies that R = K[VP]¢ .

(b) For p < n consider the restriction map res: K[V"] — K[VP?], f — flv»
which is G-equivariant and induces the identity on K[VP] C K[V"]. Hence, the
composition

K[VP¢ — K[V"Y =5 K[VvP|©
is the identity, too, and so K[V"]¢ — K[V?]9 is surjective. This shows that
res(F) generates K[VP]Y. Finally, the equation res F = F N K[V?] certainly

holds in case F' is a multihomogeneous subspace of K[V"]. Since F is GL,-
stable this follows from the next lemma. O

Lemma. A GL,-stable subspace F' C K[VP| is multihomogeneous.

Proor: We give the argument for p = 1; the general case follows easily by
induction. Let f € FF C K[V] and let f = fo+ f1+-- -+ fs be the decomposition
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into homogeneous components. For t € K* = GL; we get tf = fo+t- f1 +t%-
fo+---+1t° fs € F. Choosing s + 1 different values tg,tq,...,ts € K*, the
linear system

tzf:f0+t1f1++tzsf87 Z'ZO,]_,...,S

has an invertible coeflicient matrix: Its determinant is a VANDERMONDE deter-
minant. Hence f; € (t;f |i=0,1,...,s) C F. O

Now we come to the proof of the proposition above. It is a consequence
of the theory of highest weights developed in 5.7.

PROOF OF THE PROPOSITION: Since the representation of GL, on K[V?] is
completely reducible (5.3) it suffices to show that for every simple submodule
M C K[VP] we have M N K[V"] # 0. In fact, this implies (M N K[V"])aL, =
M for all simple submodules M, hence for any submodule. We have seen in
Proposition 5.7 that MU» # 0 where

1 x  x
Uy, ={ . x| €GL,}
1
is the subgroup of the upper triangular unipotent matrices. So it remains to
prove that K[VP]Y» C K[V"]. By induction it suffices to show that for p > n

a Up-invariant function f € K[VP] does not depend on the last variable v,.
Consider an element

v = (V1,V2,... ,Un, VUps1,...,0p) € VP
where v, vs,... ,v, are linearly independent. Then there exist ay,... ,ap_1 €
K such that ayv; + agvg + -+ - + ap_1vp—1 + v, = 0. Putting
1 0 --- o
1 - am
u= ) . €Uy,
1
we get u(vi,...,vp-1,0) = (vi,...,vp_1,vp). Since the elements v as above
form a ZARISKI-dense subset of VP this shows that a U,-invariant function
does not depend on the last variable v,,. O

From the proof we get the following corollary:

Corollary 2. For any p > n we have K[VP]Y» C K[V"].
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The subalgebra PC := K[V"]Y» appears in the classical literature as the algebra
of primary covariants. We will discuss this in more details in 8.1 (see also 7.7
Example 2).

Remark. Another proof of the proposition above follows from the CAPELLI-
DERUYTS expansion (Theorem 8.1, see 8.2). This expansion can be regarded as
an explicit way to write a function f € K[VP] in the form f = > A;f; where
the f; belong to the primary covariants and the A; are certain linear operators
preserving GL,-stable subspaces.

7.3 Polarization operators. We want to give another description of the GL,-
submodule (S)qr, generated by a subset S C K[V?] using certain differential
operators. In modern terms, we study the action of the Lie algebra of GL,
on the coordinate ring K[V?] by derivations and of its envelopping algebra by
differential operators.

First we introduce the following linear operators A;; on K[V?]| where
L<i4,5<p:

Viy..., U5 Ht05, ... ,0p) — f(V1,...,0
Aiif (v1,...,0p) = f(on J p) — f(u )

t =0
They are called polarization operators. Using coordinates in V' and putting
v, = (xgl), e ,mgf)) we see that
n . 9
A= g O
S

Clearly, A;; is a derivation of the algebra K[V?],i.e. Aj;(fh) = f Ajjh+h Ay f
for f,h € K[VP]. Or, in more geometric terms, A;; is the vector field on V?
given by
(Alj)(vl, Up) (07 e 707 U_i? 07 e 70)
j

The next lemma explains the meaning of these operators with respect to the
TAYLOR-expansion.

Lemma. For f € K[VP] and t € K we get

o0

tY »
for,..., 05 +tu, ... ,vp):ZJ~Aijf(v1,... , Up).
v=0

PROOF: The coefficients in the usual TAYLOR-expansion with respect to t are
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al/
fol@n, ... mp) = <6tyf(vl,... U g, . ,vp)> .
t=0

But it is easy to see that

or Tt 0
e G S A — (£ vty .
(8t”+1f( ;U Tt ))t—o <(9tf( v + v ))t—o
Hence, by induction, f, = AJ;f. O

Examples. (a) If v; does not occur in f then A;;f = 0.
(b) Assume that f is linear in v;. Then
Aijf(vla e ,Uj, e ,Up> = f(Ul,. .. 71)'1'7- .. ,Up>,
j
i.e., v; is replaced by v;.
(¢) The full polarization Pf of a homogeneous polynomial f € K[V] of degree
d which was defined in 4.4 has the following description:

Pf = Ago- - AgpAiof.

Here we work in the coordinate ring K[V*!] where d = deg f and use the
notation (vg, v1, v, ... ,vq) for elements in V41 assuming that f = f(vg) is a
function depending only on the first copy of V4+1.

7.4 Differential operators. Let W be a finite dimensional K-vector space.
The algebra of linear operators on K [W] generated by the derivations
0 flu+tw) — f(u)
—: —
5 (W) .
and the multiplication with functions f € K[W] is called the ring of differential
operators on W. We will denote it by D(W) and consider it as a subalgebra of

Endg (K[W]). Using coordinates in W it is easy to see that every D € D(W)
can be (uniquely) written in the form

|t=0

«

D=>" fa(f? where f, € K[W] and

o aa1+o¢z+~~~+am

0r® " 0x1¥0x%? -+ O™

The linear operators of the form ) fi% are the polynomial vector fields on
W, i.e., the derivations of K[W].

Definition. Let U = U(p) C D(V?P) be the subalgebra of differential operators
on VP generated by the polarization operators A;;, 4,7 =1,...,p.
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Proposition. Let M C K[V?] be a linear subspace. Then M is stable under
GL, if and only if it is stable under U(p). If M is finite dimensional and GL,-
stable then the subalgebra of End(M) generated by GL, coincides with the image
of U(p) in End(M).

In other words, a subspace M C K[V?] is GL,-stable if and only if it is stable
under polarization, i.e., if f € M implies A;;f € M for all A;;. Furthermore,
the GL,-span (S)qr, of a subset S C K[VP] can be obtained by applying
successively polarization operators in all possible ways and forming the linear
span:

(S)ew, = U(p) S).

We shortly say (S)ar, is obtained from S by polarization. In these terms we
can rephrase WEYL’s Theorem A (7.1).

Corollary. Let G C GL(V) be a subgroup and let S C K[V"]% be a system
of generators of the ring of invariants, n := dim V. For every p > n we get a
system of generators for K[VP]% by polarizing S.

PROOF OF THE PROPOSITION: For t € K and 1 <i,j < p define as in 5.7
ui;(t) == E+tE;; € GL, (t# —11in case i = j).

It is well known that these matrices generate GL, (see §5, Exercise 18). Fur-
thermore, for f € K[V?] we find

(uij () (o1, ... vp) = flor,... 05 +tv,...,0p)
= AL (o), (3)

by Lemma 7.3 above. Clearly, the sum is finite and the same argument as in
the proof of Lemma 7.2 implies that

(i) f [t € K)=(A5f|v=0,1,...).
Thus we get the first claim. In addition, formula (3) shows that

wi;(t) = exp(tA;;) = ;AZ
v>0
as an operator on K[V?]. (Note that for a given f we have A/Zf =0 for large
v.) If we restrict this operator to a finite dimensional GL,-stable subspace
M the right hand side becomes a finite sum and is therefore an element of

U(p). Arguing again as in the proof of Lemma 7.2 we see that the finite set
{A v} C End(M) lies in the span of the linear operators u;;(t), t € K. O
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Exercise 4. Prove that the commutator subgroup of GL,(K), i.e., the
subgroup generated by all commutators (g, h) := ghg”*h™" (g,h € GL,),
is equal to SL,(K).

7.5 Invariants of unimodular groups. In case of a unimodular subgroup
G C SL(V) we can improve WEYL’s Theorem A (7.1). Let n := dim V" and fix
a basis of V. Then the determinant det(v, ... ,v,) is defined for every n-tuple
of vectors v; € V = K" as the determinant of the n X n matrix consisting of
the column vectors vy, ...v,. This allows to define, for every sequence 1 < i <
io < ... <1, <p,an SL(V)-invariant function

[i1,. .. yin]: VP = K, (v1,...,0p) = det(viy, ... ,0;,).

The following result is again due to WEYL (cf. [Wey46] I1.5 Theorem 2.5A).
The proof will be given in 8.2.

Theorem B. Assume that G is a subgroup of SL(V) For p > n = dimV
the invariant ring K[VP]C is generated by (K[V" '%qL, together with all
determinants (i1, ... ,iy).

As before, this can be rephrased in the following way:

Corollary 1. Let S € K[V" 1% be a system of generators. Then we get a gen-
erating system for K[VP]¢ by polarizing S and adding all possible determinants

i1, ... s in].

Exercise 5. Show that a polarization of a determinant [i1, ... ,,] is either
0 or again a determinant.

As a consequence we obtain a preliminary version of the FFT for the special
linear group. The general case will be given in the next paragraph (see Theorem

8.4).

Corollary 2 (Preliminary FFT for SL,). For SL(V) acting on several
copies of V' the invariant ring K[VP]S'WYV) is generated by the determinants
[i1,... ,in]. In particular, K[VP]S"V) = K for p < n.

ProoOF: The first statement follows from the second by the corollary above,
and the second claim is clear since SL(V) has a ZARISKI-dense orbit in V"1,
O

Exercises
6. Consider the subgroup N := {(0 t_l) , (t_l 0 ) }t € K* } of SLo with

its natural representation on V' = K?. Show that the invariant ring K[V?]"
is generated by the invariants z7y? and z;y; — zjv; (1 <i < j < p).
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7. The invariants of any number of 2 x 2 matrices (A1,...,A,) € Ma(K)"
under simultaneous conjugation are generated by the following functions:
TI‘AZ', TYAiAj and TI‘AZAJAk

(Hint: Since M2 = K @ My’ where My' are the traceless 2 x 2 one can apply
Theorem B for n = 3. Now use Example 2.4 and show that [A, B,C] =
Tr ABC for A = (“ b ) corresponding to the column vector (a, b, c)?).

c —a

7.6 The First Fundamental Theorem for S,,. Consider the standard rep-
resentation of the symmetric group §,, on V = K" by permutation:

0€; = €5(;) OT a(xl, ce ,.’,En) = (xo,—1(1), ce ,.To-—l(n)).
The invariant ring K[z1,...,,]°" is the algebra of symmetric polynomials
which is generated by the elementary symmetric functions oq,...,0, (see 1.2
Example 3). It is natural to ask for a description of the invariants of several
copies of the standard representation of S,,. Again this question has been an-

swered by H. WEYL (see [Wey46] I1.A.3).

Theorem. The invariants K[VP]S* are generated by the polarizations of the
elementary symmetric functions.

PRrROOF: In order not to overload notation let us denote the variables on the
different copies of V by x,y,...,2z. As in the proof of Proposition 1.2 we use
induction on n and denote by o1, ... ,0/,_; the elementary symmetric functions
of n—1 variables. Let A C K[V?]S" = K[z1,... ,%p,Y1,.-.,2,)°" be the subal-
gebra generated by the polarizations of the elementary symmetric functions o;
and by A" C A the subalgebra generated by the polarizations of the elementary
symmetric functions o). Polarizing the relations

/

o1 = 01+ Tn,
/ /

o2 = 09+ Tpoq,

_ / /
On-1 = Op_ 11T Tn0, o,
/
On = Xp0,_1,

we find that the A C A'[xn, Yn,-- -, 2n]-

Now let f = f(z,y,...,2) be an invariant and write
F= S fapnalyl o2
a,B,...,y
where the f, g,... 4 do not depend on the last variables x,,, yn, ... , 2,. Clearly,

the coefficients f, s,... -, are invariants under S, _; and therefore elements from
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A’, by induction. It follows that f € A'[zn,Yn,.--2n] C AlTn,Yn,--- ,2n]-
Since f is an invariant under S, we have f = % Y ooc s, 0f. Therefore, it

suffices to show that ). x¢ yZ -z € Aforall a,f,...,7 > 0. But clearly,

this sum is a polarization of the invariant ), xaH} oty which is contained in

Kloy,...,0,] and the claim follows. O

Remark. It was asked by several people whether this result holds for every
finite reflection group, i.e., for every finite subgroup G C GL,(C) which is
generated by pseudo-reflections. (An element of finite order in GL,,(C) is called
a pseudo-reflection if it fixes a hyperplane pointwise.) It is not difficult to see
that the result holds for the Weyl-groups of type B,, and also for the dihedral
groups (see Exercise 8 below). But WALLACH showed that it is false for the
Weyl group of type Dy. We refer to the paper [Hun96] of HUNZIKER for a
detailed discussion of this problem.

Exercise 8. Let D3, C GL2(C) be the dihedral group of order 2n:

o (50 1€ = p{ (8911,

i.e., Doy = CpU(9}) - Cpn. Then K[z,y]”?" = K[z"y"] and the invariants
of any number of copies of K? are generated by the polarizations of z™y"

7.7 Multiplicity free representations. Let GG be a product of general linear
and special linear groups or, more generally, a linear group as in 5.4. Assume
that G acts on a (commutative) K-algebra A by means of algebra automor-
phisms

p: G — Autay A C GL(A)

and that this representation is locally finite and rational (5.2). Such an algebra
will be called a G-algebra. Typical examples are the coordinate rings of rational
representations of G (Lemma 5.4).

Exercise 9. Let H be an arbitrary group acting on an algebra A by means
of algebra automorphisms. Assume that every finite dimensional subrep-
resentation of A is completely reducible. Then A = @ , Ax where A is
the isotypic component of type A, i.e., the sum of all simple submodules of
isomorphism class A\. Moreover, Ao = A" is a subalgebra and each Ay is an
A" _submodule.

Definition. A G-algebra is called multiplicity free if A is a direct sum of
simple G-modules which are pairwise non-isomorphic. A representation W of
G is called multiplicity free if the coordinate ring K[W] is multiplicity free.
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Multiplicity free algebras appear in the literature at several places, see e.g.
[Had66], [ViP72], [Kra85]. Recently, HOWE used it to deduce many results
from classical invariant theory in a systematic way [How95].

Examples. (a) The symmetric algebra S(V) = @, S'V is multiplicity free
with respect to GL(V') and SL(V). The same holds for the coordinate ring
K[V]=5(V*).

(b) The CAuCHY formula (6.6 Corollary 2) shows that S(V®@W) and K[V @ W]
are multiplicity free with respect to GL(V) x GL(W). For the group SL(V') x
SL(W) it is multiplicity free only in case dim V' # dim W. In fact, for V =W
there are non-constant invariants.

(c) The exterior algebra A V' is multiplicity free for GL(V).

From now on assume that G is a product GL,,, x GL,, X ---xSLg, X SLg, X ---
and denote by Ag the monoid of highest weights. Any G-algebra A has an
isotypic decomposition

A= P A,

AeAg

see Exercise 9 above. Define
Qg ::{/\G/\0|A)\7é0}.
Lemma. Assume that A is a domain.

(a) Q4 is a submonoid, i.e., Uy + N4 = Q4.

(b) Suppose that A is multiplicity free. If Q4 is generated by A1, ..., A
then A is generated as an algebra by Ax, +---+ Ax.. In particular, A
1s finitely generated.

PROOF: (a) For any A € Q4 denote by a) € Ay a highest weight vector. If
A € Q4 then aya, is a vector # 0 of maximal weight in AyA, C A and so
its weight A + 1 occurs in 4.

(b) Let a; € Ay, be highest weight vectors, i = 1,...,s. If A € Qa, A =
>oi_, mi\; then a :=af"'ay™ - - -a is a highest weight vector of weight A and
so Ay = (a)aL, CAK”‘llATQ?nAKZS. O
7.8 Applications and Examples. We regard V? as a GL(V') x GL,-module
asin 7.1. For k < m := min(p, dim V') we have a GL(V')-equivariant multilinear
map

k
Ok Vp—>/\V, (V1,V2, ... ,0p) = V1 AV A -+ A\ V.



7.8 Applications and Examples 83

Thus the simple module (A" V)* = A" V* occurs in K[V?] in degree k. More-
over, ¢y, is also equivariant with respect to the action of U, C GL, which is

trivial on A" V. Thus we find (A" V)* = A* V* ¢ K[Vp]g”

We claim that the algebra K[VP]Vr is generated by V*, N> V*, ..., N™ V* where
m = min(p,dim V).

ProOF: The Caucny formula (6.6 Corollary 2) tells us that

K[VP] =S(V*® K?) @LA ) ® Lx(p)-

where A runs through the dominant weights of height < m. Therefore, the
algebra

A= K[V?] P—@L,\ (V*)® La(p pN@L,\ (V")

is multiplicity free, and Q4 = {\ = (p1,...,pm)} is the monoid generated
by wi,...,wn. Clearly, L, (V*) corresponds to the submodule /\k V* of A

constructed above, and the claim follows by Lemma 1 above. O
Choosing a basis (e1,...,e,) in V we can identify the elements of V? with
n X p matrices
xgl) mg2) L xgp)
1 (2 (p)
x a’/’ . e "I/’
x| " 2 2
B @ L)

Then the map ¢g: VP — /\k V' is given by
(1) (k)

xrl e xrl
wr(X) = Z det | : Colem Ny A Aer, .

r1<--<rg (1) (k)

xrk e xrk

Thus we have proved the following result.

Proposition. The invariant ring K[VP|Yr is generated by the subspaces V*,
/\2 V* . AN VE, mo:=min(p,dim V). Identifying VP with the n X p matrices
as above an explicit system of generators is given by the k X k minors extracted
from the first k columns of the matriz X for k = 1,... ,m. In particular, we

have K[VP]Yr = K[V™Un forp >n =dimV.
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The algebra K[V "]Y» is classically called the algebra of primary covariants (see
7.2. We will discuss it in more details in the next paragraph (see 8.1).

Next we want to give an easy criterion for a representation to be
multiplicity free which is due to SERVEDIO [Ser73]. We denote by T" and U the
subgroups of G of diagonal and upper triangular unipotent matrices:

T = T, XTp, x---xXTy xTp X

U = Up, xUp, X - xUsy XxUg X -+
T normalizes U, and B :=T -U = U - T is the subgroup of upper triangular
matrices, usually called BOREL subgroup of GG. There is a canonical projection
p: B — T with kernel U which induces an inclusion p*: K[T] — K|[B] of
regular functions in the usual way. It follows that the restriction xy — x|r
defines an isomorphism of character groups which allows us to indentify X(B)
with X' (7). Moreover, p* induces an isomorphism

p*: K[T] & K[B]Y ¢ K[B].
The proofs of these statements are easy (see the following exercise 10).

Exercises
10.

11. A G-algebra is multiplicity free if and only if all weight spaces of the
invariant algebra AY are one-dimensional.

Lemma. Let W be a representation of G and assume that there is a vector
wo € W such that the B-orbit Bwy = {bwg | b € B} is ZARISKI-dense in W.
Then

(a) K[W] is multiplicity free.
(b) If K[W] contains a simple G-module of highest weight X\ then the
character \ vanishes on the stabilizer B,,, :={b € B | bwy = wp}.

PROOF: The orbit map B — W, b+ bwy, induces an inclusion K[W| — K|[B],
f = f where f(b) := f(bwg). This is a B-homomorphim where B acts on B by
left multiplication. Thus

K[W]Y < K[B)Y ~ K[T].
and this map is T-equivariant. It follows that all weight spaces of K[W]Y are

one-dimensional and so K[W] is multiplicity free (Exercise 11).

If f € K[W]Y is a highest weight vector of weight A and b € B,,, then
f(wg) # 0 and f(wo) = f(bwo) = A(b™1) f(wo) and so A\(b) = 1 O
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Examples. (a) The standard representations of GL,, and SL,, on V = K"
admit a dense B,-orbit Bpe, = V \ {0} and (B,)., = Bn-1 embedded in
the obvious way. Thus we see again that K[V] is multiplicity free and that
every highest weight A of K[V] must be a multiple of —¢,: K[V] = S(V*) =
@D, ST V* ~ @D, L-jc, (V). For SL,, we have —e,, =1 + -+ -&,—1 which means

that V* = A"V (see 5.2 Exercises 6 and 7).

(b) Consider M,, as a GL,, X GL,,-module where (g,h)A = gAh', i.e.,
we identify M,, with V ® V. The open cell B,, B!, is the B = B,, x B,-orbit of E
and the stabilizer is given by Bg = {(¢t,t™!) | t € T,,}. It follows that K[M,,] is
multiplicity free and if (), ) occurs as a highest weight then A(¢) + u(t=1) =0
for all t € T},. i.e., A = . Hence

K[VeV]=S(V*eV*) EBLA ) @ La(VH).

Similarly on finds K[End(V)] ~ @, Lx(V*) @ LA(V).

(c) With the same considerations we obtain a short proof of the
CaucHy formula (6.6 Corollary 2). Consider V®W as a representation GL(V') x
GL(W)-module. As above, one sees that there is a dense B-orbit, namely the
orbit of the element u :=e; ® f1 +--- ey, ® f,,, where (e;); and (f;); are bases
of V.and W and m := min(dim V,dim W). The stabilizer is {(t,t71) | t € T}, }.
As above we see that the possible irreducible components of A := S(V @ W) are
given by Lx(V) ® Lx(W) where ht A < m. They all occur since the generators
of the corresponding monoid €24 occur. Thus we have

S(Ve W) = ) La(V) ® La(W).

A dominant of height <m

We remark that this completes Example 2, independent of earlier considera-
tions.

(d) Consider the representation S*V of GL(V). Choosing a basis we
can identify S*V with the symmetric 2 x 2 matrices with the GL,-action
A — gAg'. Again the B,-orbit of E is ZARISKI-dense and its stabilizer is

+1
{ ( . Thus S(S? V) is multiplicity free and if \ = > i Di€i occurs
+1

as a highest weight then A is even, i.e., all p; are even. The monoid of even
dominant weights of height < n = dimV is generated by 2wy, ... ,2w,. It is
easy to see that the representations Lo, (V) all occur in S(S? V). Hence
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§7

S(°V)y= P La(vV).

A even ht A<n

In particular we have the following plethysm:

sSMSsPV) = D L)

A even
[A|=m, ht A<n
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§8 CAPELLI-DERUYTS Expansion

8.1 Primary covariants. We fix a bases of V' and identify V? with the n x p-
matrices:

xll .« e xlp
VP =Myxp(K) @ (v1,...,0p) ¢
Tl - xnp
Hence K[V?P| = Klz;; |i=1,...,n, j=1,...,pl.
Definition. Let PC = PC,, C K[V"] be the subalgebra generated by all k x k-

minors extracted from the first k£ columns of the matrix (x;;)i j=1,... n (7.8).
This subalgebra PC,, is classically called the algebra of primary covariants.

For n = 2 we have
PC = K[x11, %21, 11222 — T21212]
and in general
PC = K[xn, e 3 1, L11X22 — XT21L125+ v+ s Ln—11TN2 — Tn1Ln—12,. - -
ooy det(zig) 2]

Remark. It follows from the definition that for any p > n the primary covari-
ants PC C K[VP] are invariant under the subgroup

1 *
Up = { e GL,}
0 1

of GL, which acts by right multiplication on V? as in 7.1. In fact, we have
already seen in Proposition 7.8 that PC, = K[VP]Y». We will discuss this
again in §9.

The fundamental result here is the following CAPELLI-DERUYTS-expansion
which is also called GORDAN-CAPELLI-expansion.

Theorem. For every multihomogeneous f € K[VP] there are linear operators

A;, B; € U(p) such that
f=S ABif and Bif €PC  for alli.

The operators A; and B; only depend on the multidegree of f.
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(Since f is multihomogeneous and PC,, a homogeneous subalgebra one can
always assume if necessary that the elements B; f are multihomogeneous, too.)

This theorem will follow from CAPELLI’s ¢dentity 9.3, see 9.5. Here we
first draw some consequences.

8.2 Proof of WEYL’s Theorems. We will show now that the two Theorems
of WEYL (7.1 and 7.5) follow easily from the expansion-formula above. Recall
that the operators A;, B; € U(p) stabilize every GL,-stable subset U C K[V?]
(Proposition 7.4). Hence for every f € U we get

B, feUNPC, CcUNK[V"]|
and therefore
f=Y ABif e UNK[V")aL,

which proves Theorem A of 7.1.

For the proof of Theorem B (7.5) we can assume that B;f is multi-
homogeneous. Since the determinant [1,...,n] is the only generator of PC,,
which contains the variables z;, of the last copy of V in V" we have B;f =
h-[1,...,n]* with h € PC,NK[V" 1] and d € N. Now

Azg(h’ [17 7n]d) =
:A”h [1, ,n]d‘—l—dh [1, ,n]d_l A”[l, ,n]
Since A;;[1,...,n] is again a determinant we obtain
Aszf € K[<K[Vn_1]G>GLp, [il, ce ,in]],

and the claim follows.

Remark. In these proofs we have not used the full strength of the CAPELLI-
DERUYTS-expansion (cf. the remarks in 9.4).

8.3 A generalization of WEYL’s Theorems. Let Vi,...,V, be (finite di-
mensional) representations of a group G' and consider the direct sum VP :=
ViPr @ VoP2 @ - .- @ VP, There is an obvious action of

GLp := GL,, x GL,, x--- x GL,,,
on VP commuting with G. Furthermore

K[VP] = K[\ @ - @V, = KW@ K[ ® - @ K[V,"].
Again we have a G-equivariant inclusion

K" @ V] < K[\ @ - @ VP
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in case p; < p; for all + which is also equivariant with respect to the inclusion
GLy X -+ GLy, <= GLp, X -+ X GLy, .

Theorem A. Assume p; > n; := dimV; for all i and let U C K[V}"* & --- @
V.Pr] be a GLy, X --- x GL,, -stable subset. Then

U=(UNKWV™ @ - ®V,"])aL,, x-xGL

pr’

Theorem B. Assume that all representations V; of G are unimodular (i.e.
the image of G is contained in SL(V;) for all i). Then the ring of invariants
KWV @---@V.Pr|9 is generated by (K[Vi™ @& V,"" %) G, x--xaL,, and
all determinants [i1,... in]5, j=1,...,7.

(Here [...]; denotes the determinant extracted from the p; copies of V} in VP.)

The proofs are the same as before, once we have established the fol-
lowing result, generalizing Theorem 8.1:

Theorem 3. For every multihomogeneous f € K[Vi"* @ --- @ V,.P"] there are
operators A;, B; € U(p1, ... ,pr) such that

f=> ABif and Bife€ PCCK[V\" & --aV,"].

(Here U(p1, . .. ,pr) is the subalgebra of End(K[ViP* @- - - @ V,.P"]) generated by

the polarization operators Az(-;) € End(K|[V,)""]) and PC is the tensor product
of the PC, C K[V,,"], i.e., PC is generated by all k x k-minors extracted from
the first k£ rows in each block V,," of V™)

ProOF: By Theorem 8.1 we have for each v = 1,... ,r operators AE”), Bi(y) €
U(py) such that

F=SAYBYf and BYfe KMo PO, @ K[V,

(The operators only affect the variables in V,,P».) Clearly the operators A;",

’
14

B;” commute with the operators Ai’/, B;” for v # v. Hence we find

= Z A;B;f

where each A; is of the form A;?Agf) o -A;:) and similarly for B;. But then

and the claim follows. O
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Asin the previous paragraph 7 we can draw the following consequences
from the theorems above:

Corollary 1. Let Vi, V,, ..., V. be representations of a group G, n; := dim Vj,
and let S C K[vy™ @ ---® V,""]% be a generating set. Then for every repre-
sentation V' of the form ViP* @ --- @ V,.P" we get a generating set for the ring
of invariants K[V]% by polarizing S.

Corollary 2. If K[Vi"™ @ --- @ V,""|% s finitely generated resp. generated
by invariants of degree < N, then this holds for the invariant ring of any
representation of the form Vi** @ ... @ V,.Pr.

(This is clear since polarizing a homogeneous function does not change the
degree.)

Corollary 3. Let Vi,...,V,. be unimodular representations of a group G,
dimV; = n;, and let S C K[Vi" '@ --- @ V," 1% be a generating set. Then
the ring of invariants of any representation of the form Vi** @ --- @ V,.P" is
generated by the polarization of S and all possible determinats [i1,... ,in,]v,
v=1,...,r.

8.4 The First Fundamental Theorem for SL,. As an application of the
methods developed so far we give another proof of the First Fundamental The-
orem for SL,, and obtain a new proof of the FFT for GL,,, which is more direct
than the first one.

Theorem (FFT for SL,). The ring of invariants K[VP & V*9SLV) s gen-
erated by the scalar products (j | i) and the determinants [i1, ..., i,] and
[jh < 7jn]*-

(In order to define the determinants we assume that some bases of V' has
been fixed and we choose in V* the dual bases. Then [i1,...,i,](v,p) =
det(viy,...,v;,) and [J1,...,Jnl«(v, ) = det(pj,, ... ,p;,) as usual.)

ProoF: In view of 8.3 Corollary 3 we have to show that the invariant ring
K[Vt @ V" 1SMV) g generated by the scalar products (j | i) = (¢, | vi).
The method of “cross-sections” which we are going to use now will be important
also in the next chapter.

Fix a bases 1, . .. , &, of V* and define the following subset U of V*~ 1t V*" 1.
U:={(v1,...,01,-+ y0n-1) | ¥1,--.,Pn—1 linearly independent }.
Put
S:={(v1,-.. ,Vn_1,€1,--+,6n_1) | v; €V} CU.
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(This set S is a cross-section.) Restricting a function to S defines a homomor-
phism

a: K[V e v o KV = Kla,; 1<i<n, 1<j<n-1
J

by a(f)(vi,...,vn-1) = f(vi,...,0n—1,€1,...,6n—1). (Here the coordinate

function z;; € (V"~1)* is the composition V"1 VS K as usual.) Since

U is ZARIsKI-dense in V"1 @ V*" ™! and since every SL(V)-orbit in U meets
S (i.e. SL(V) - S = U) the homomorphism « restricted to the invariants J :=
K[Vt @ V* HSMY) g injective:

aly: J— K[V" 1.

In order to prove the theorem we have to show that J = K[(j | i) | i,7 =

1,...,n—1] = A. Now
Al | )1 mes) = (05 | £8) = 233 (01 Du),
hence a(A) = Klx;5 | 4,7 = 1,...,n — 1]. Since a; is injective it remains to
see that a(J) C Klx;j |i,j =1,...,n —1]. Consider the subgroup
H = {geSLV)|ge;i=¢; fori=1,2,...,n—1}
1
1
= { 1 | oy € K.
o1 Qg o Oy 1

This group H clearly stabilizes S, and every SL(V')-invariant function restricts
to an H-invariant function on S ~ V"1 i.e.

aJ) C K[vr1H,

We claim that K[V 17 C K[z;; | i,j =1,...,n— 1] = a(A) which means
that an H-invariant function f € Klz;; |i=1,...,n,j =1,...,n — 1] does
not depend of z1,...,2,pn—1. (This clearly implies the theorem by what we
have said above.)

Write the matrix (x;;) = (v1,...,Vn-1) € Mpxn—1 as a matrix of row
vectors w; € K™ 1L

(Ul,... ,Un_l): , ’wiEKn_l.
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Then we get for g =

%31 Qp_1 1
w1y w1y
g =
Wp—1 Wn—1
0 E ;W
w1
It follows that the subset H - { | w; € K" 1} is ZARISKI-dense in
Wn—1
0
M, «n_1. Hence an H-invariant function on M,,«,_1 does not depend on the
last row of the matrix (z;;). O

8.5 Remark. The theorem above implies the FFT for GL,. In fact, let f €
K[VP®V*) be a GL(V)-invariant. Then it is also an SL(V')-invariant and can
therefore be written in the form

f = Zaupududzt (*)

where «,, € K, p, is a product of factors (j | i), d, a product of n, factors
[i1,...,1y]) and d} a product of m, factors [ji,...,Jn]«. Now for every scalar
A€ K* € GL(V) we have

= =) apsydydp At ).

Hence we may assume that n, = m,, in (x). But

[i17 <. 7in] ' [jh s 7jn]* = det(<]p | iu))p,,u:l,...,n7

and the claim follows.

Example. Let G be a finite group and V,e; = K[G] the regular representation.
It’s well known that every irreducible representation W of G occurs exactly
dim W times in Vieg. (We assume K to be algebraically closed.) Hence a gen-
erating system for the ring of invariants of any representation of G can be
obtained from a generating system of K|[V;es] by polarization.

If the group G is simple then every representation is unimodular. Hence we can
replace Vieg by the smaller representation containing each non-trivial represen-
tation W only dim W — 1 times, but we have to add all possible determinants
as generators of the ring of invariants.



9.1 93

89 The Theory of CAPELLI

In this paragraph we prove a fundamental relation between the polarization operators Aj;;
which is due to CAPELLI. As a consequence, we obtain a proof of the CAPELLI-DERUYTS
expansion formula from the previous paragraph (Theorem 8.1) which was the basic ingredient
for the two theorems of WEYL (Theorem 7.1 and 7.5).

We start with a special case, the famous CLEBSCH-GORDAN formula.

9.1 CLEBSCH-GORDAN formula. One of the first occurrences of polarization
operators and the formal relations among them was in the CLEBSCH-GORDAN
formula.

Consider two copies of the vector space V = K? and denote the vari-
ables by x = < il ) and y = < zl ) On K[V?] = K[x1, %2, Y1, y2] define the
2 2

following linear differential operators:

2 o o 9 o 9

b= de‘?(;ﬁ Z%)Zaxlayz_a@ayl’
Dy = w1aim+xzaix2,
Ayy = ylaiyl-i-yzaim,
by = bl
Ay = ylc‘?—xl—i_w@ixg’
[,y = det(g 3;;)

These operators belong to the ring D = D(V?) C End K[V?] of differential
operators, i.e., the subalgebra generated by the derivations 8%1’ 8%27 8%17 8%2
and the multiplications with z1, x2, y1,y2 (see 7.4). Every 6 € D has a unique

expression in the form
a a1 8 a2 a B1 a B2
0= ajazp01P2 \ o a_ = ~
. az% 5 fosastnp <35€1) (3902) <3?J1) <3?J2)

where fao, as.8 .8, € K[V?]. The basic relations in D are

0 0 s, 0
5% =57 for s #¢ and Et_tﬁﬂ'
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We have also introduced the subalgebra U = U(2) C D(V?) generated by
the polarization operators Ay, Azy, Ayz, Ayy. The natural representations of
GL(V) and GL3 on V? define linear actions of these groups (and even of the
group GL(V?)) on End K[V?] which normalize the subalgebra D(V?2). We have
already remarked and used the fact that the polarization operators (and hence
all operators from i) are GL(V')-invariant, i.e., they commute with GL(V') (see
7.3).

Exercises

1. Prove the following identities:

() Ayalz,y] = [2,y]Aye and Agzla, y] = [z,y](Bee +1).

(b) Ay =0QA,, and QAL = (Agz +1)Q.

2. Show that [z,y|U = U [z,y] and QU = U Q. In other words, the left
ideals generated by [z,y] or Q are two-sided.

3. The subalgebra of D consisting of constant coefficient differential oper-

o 1 o |2 o \F1 8 \B2 .
ators § = 3 caraamsy (07) (505)  (avr)  (593) > Corcany € K, is
canonically isomorphic to the symmetric algebra S(V?). The multiplication

induces an isomorphism
K[V @S(V?) 5 D(V?)

which is equivariant with respect to GL(V) and GL2(K) (and even GL(V?)).

4. Show that D(V?)%L(Y) = /(2) and that D(V?)S“(V) is generated by the
polarization operators together with [x,y] and .

An explicit computation (which we leave to the reader) shows that we have the
following identity:

A +1 Ay

[z,y] - Q = det < A A ) = (A +1)Ayy — AyzAgy (2)

yxr vy

Remark. One has to be careful when expanding the determinant on the right
because of the non-commutativity of the operators. We agree that a deter-
minant will be read conventionally by columns from left to right.

Let f € K[V?] be homogeneous of degree (m,n). From (2) we first get
(A +1)Ayy = Ay Agy + [, )€,

hence
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or
1

/= (m+1)n

(Ayaloy f + [z, y]2f). (3)

Theorem (CLEBSCH-GORDAN formula). For every degree (m,n) there are
rational coefficients a; = a;(m,n) € Q such that

min(m,n)
f= > aileyf' Ay AL QN f
1=0

for all homogeneous polynomials f € K[x1,x2,y1,Yy2]| of degree (m,n).

PROOF: We use induction on n = deg,, f. If n = 0 there is nothing to prove. So
let us assume that n > 0. By (3) we have
1

/= (m+1)n

(AyaBayf + [, y]Q2f),

and we can apply induction on A, f and €2f: There are rational coefficients b;
and ¢; such that

min(m+1,n—1)

Amyf: Z [x y] An 1— zAn 1— zQz a:yf
1=0
and
min(m—1,n—1)
Of = > clmyP A TIALTIQIO].
7=0
Thus
1 min(m+1,n—1)
[ = m(Ayx Z bilz, y) Ay AR T Ay f
1=0
min(m—1,n—1)
by Y el Al AT IO ), (1)
7=0

Now we use the fact that A, , commutes with [z, y] (see Exercise 1) and obtain

sCEsT (bl s AL 0+ 3 e A A 00,
Jj>1

hence the claim. O
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9.2 CLEBSCH-GORDAN decomposition. What is the meaning of the formula
of CLEBSCH-GORDAN? We first show that it has the properties of the CAPELLI-
DERUYTS expansion (Theorem 8.1). Remember that in the present situation
the primary covariants are given by PC = K[z1, z2, [z, y]] (see 8.1). We claim
that the operator
B; = [z,y]' AL

belongs to the algebra U = U(2) generated by the polarization operators
and that B;f € PC for any f of degree (m,n). The second claim is clear
since A7 "' f has degree (m + n — 2i,0). For the first we remark that B; =
AL, y]" Q" (see Lemma 9.1) and that [z,y]'Q" € U. In fact, [z,y]Q € U by
formula 2 in 9.1. By induction, we can assume that [z, y|'Q* =: P € U. Since
QU = U (Exercise 2) we obtain [z, y]"T1QT = [z, y|PQ = [z, y]QP € U.

So we have an expansion
f= ZAiBif where A; := aiAZ;i

which has the required properties of the CAPELLI-DERUYTS expansion 8.1.

Next we remark that the polarization operators A commute with the
action of GL(V) and that [z,y] commutes with SL(V'). Hence the operator
ALY defines a SL(V)-equivariant linear map

Di: Rm,n — Rm—l—n—Qi,O

where R, ; :={f € K[V @ V] | f homogeneous of degree (r,s)}.

Proposition. There is an SL(V')-equivariant isomorphism

min(m,n)

Rm,n — @ Rm—l—n—Qi,O

i=0
given by f— (... ,Agy_iﬁif, ...). The inverse map is

min(m,n)

(fo, f1,-..) = Z ai[z, yI' Ay fi

1=0

Proor: By the CLEBSCH-GORDAN formula the composition of the two maps
is the identity on R,, . It therefore suffices to show that the two spaces have
the save dimension, i.e.

min(m,n)

> (m+n—2i+1)=(m+1)(n+1).
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We leave this as an exercise. O

Remark. Denote by R; := K[V]; = K|[x1,x3]; the binary forms of degree i.
Then the proposition above says that we have the following decomposition of
the tensor product of the two SLs-modules R,,, and R,:

min(m,n)

Rm & Rn = @ Rm—|—n—2i-
1=0
Exercises

5. The representations R; of SL2 are selfdual, i.e. equivalent to the dual
representation R;. In particular R; ~ S* V.

6. The R;, i = 0,1,2,... form a complete set of representatives of the
irreducible SLz-modules.

7. We have the following decomposition formulas:
S°R; = R2i@®Roi—a®Rais® -
/\QRi = R2i2® Roi6D---
9.3 CAPELLY’s identity. CAPELLI was able to generalize the formula (1) of 9.1

to any number of variables. We write the vectors x1,22,...,2, € V = K" as

column vectors:
T1;

T; = 1=1,...,p.
Tni

Recall that the polarization operators A;; are the differential operators on
K[V?P] given by

(see 7.3). Now we define the CAPELLI operator C by

Aii+(p—-1) AND) Az - Ay
Agy Aga+(p—2) Aoz -+ Ay,

C :=det i
Apr AN c Ay,

(Remember that the expansion of the determinant is by columns from left to
right.) The main result which is due to CAPELLI states that we have the formal
analogs of the usual rules for determinants.
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Theorem (CAPELLI). The differential operator C satisfies the following rela-
tions:

(a) If n < p, then C = 0.
(b) If n =p then C = [z1,...,2,]Q? where Q := det( o )n

5o )y’
(c) If n > p then

Tj T o ... _0

7 P ;1 oz,
€T e xXT. J1 J1ipP

Ja21 Jop
C = E det . det :

J1<j2<...<Jp : _0 ... o

xjpl o« o xjpp ijpl amjpp

PRrROOF: The idea of the proof is quite simple. The identities are similar to the
usual determinant identities except for the additional summands p — ¢ in the
diagonal of C which would hold if we were dealing with commuting operators.

We want to use this and introduce a second set of variables &1, ... ,&p,
i
§i = :
gmj

with corresponding operators
= 0
Agiw; = E §viz—— and Cep = det(Ag,z;)-

Since we are working with distinct variables §; and x; we can use the usual
rules to calculate the determinant C¢ , in the three cases n <p, n =p, n > p
and obtain

(a) C¢p =0 for n < p,
(b) Cew = (€1, &) -det (52 ) for n = p,
(c) Cew = Zil,...,ip Elir,.. iy - lé’%}il,...,ip for n > p,

and }8% ’ are the minors of the matrices (§1,...,&,) and

where |§|¢1,...,z’ i1y ip

P

(%) corresponding to the rows i1, ... , 7,,. Now we apply on both sides of these
ij
equations the operator A, ¢ Ay ¢, , -+ Az ¢, Which eliminates the variables

&;. What we need to prove is the following:
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(a) The operator Ag ¢, -+ Ag ¢, Cep coincides with C' on functions which
do not depend on the variables &;.
(b) The operator Ay ¢, - Dzig [€]ir,... i, ‘8%‘“1 coincides with the

P

operators |z, .. 4, - }8%‘ on functions not depending on the

11,.0050p

variables &;.

The second statement is clear since

Aﬂﬁpﬁp o 'A$1§1 ‘£|11, ip — |x"i1,--- yip*

For the proof of (a) we need the following commutation relations: Let a,b, ¢, d €
{z;,&} be distinct. Then

(a) Agp commutes with A.g,
(b) AgpApe = ApcAgp + Age,
() AwpAca = Acalap — Acp,
(d) AapApe = ApaAap + Daa — App.

The verification is straightforward; we leave it as an exercise.

We want to prove by induction that Ay, ¢, - Ay ¢, Ce» equals the
following operator

Awlwl + (p - 1) T A.’El.’bk Axlxk+1 Amlmp

Axgxl te Axgxk Axgxk_H v szwp

Ck = Axkxl e Awkwk + (p - k) A$k$k+1 Awkxp
A§k+1301 T A§k+1$k A§k+1$k+1 e A€k+130p

A'fzoml U A'Epmk A'Epkarl Aﬁpxp

i.e., )} it is the determinant of the matrix whose first k rows are those of C'
and the last p — k rows are those of C¢ ;. (We write |A| for the determinant of
the matrix A.) Clearly, it is enough to show that Ay, ¢, Cr—1 = C}. Using the
commutation rules we obtain (for £ > 1)
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§9

(Amm +p— 1)A$k§k
A A
A, ¢ Ch_ Tp_121 Tk
KER R AﬁkwlAwkﬁk +A3€k3€1
A£k+1$1Awk£k
0
. <A$1$1 +p— 1)A$Ic€k
0 .
A A
— A + Tp_121 xRy
xé“ml AﬁkxlAwkﬁk
(.) A&pwlAwkgk

We agree that all entries of our matrices where there is no indication are those
of the original determinant Cx_;. For example, in the matrices above the last

p — 1 columns are those of C_1.

If we apply the second summand to a function f(z1,..,

xp) the term

A¢, oAz, gives contribution zero: Look at the cofactor D of this term (i.e.,
delete the first column and the k-th row and take the determinant); it does not

contain a term of the form Ag, ,,, hence Df does not depend on the variable

&k. Therefore we get for the sum above

In the second summand-—call it S—we bring the term A, ¢, over to the second

(Awlwl +p - 1>Awk§k

Amkflml Awkﬁk
0
A§Ie+1w1 Awk&k

Aﬁpxl Al’kﬁk
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column:

Applying again the commutation rules and dropping the factor Ag, ,, A

Awlwl + b— 1
A.’EQ.'El

Tk—1T1

A§k+1w1

AwkﬁkAmwz

Awk&kA
Al'kfk A&sz
Agen Deyyras

LTp—1Tk

using the same reasoning as above, we get (in case k > 2)

Awlwl +p —1
szwl

A

Tp—-121

0
A€k+1w1

A§p$1
Awlwl +p —1
szml

Amkflml
0
A€k+1$1

Afpxl

0
0

Aﬂcwz Awk&k Awlws
Amzmz +p— 2 Awkék Amzmg

A AVIPIPAN

L —-1T2 T —-1T3
0 Aﬂﬁk&k A€k$3
A§Ic+1$2 Amkfk A§k+1$3
Aﬁpmz Awkﬁk Aﬁpws

We continue this until we bring A,, ¢, over to the k-th column and obtain:

A$Ic€k Ck—1 =

i€k
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0 Amk{k Amxk

k—1 0 Awkfk Awkflxk
0 -« 0 Agz, 0 - 0 [+|0 -+ 0 Auelen

=1 0 Awké‘k A&lek
0 Awk&k Aﬁpwk

(Remember that in the empty spaces we have to put the entries of Ck_1.)
Applying the commutation rules to the last term—call it T—and dropping the
factor A¢, 2, Az,¢, as before, we obtain three summands:

T=U+V+W:

Aﬂﬁkawk&k
Awkﬂkawk&k
U = o --- 0 0

A€k+1$kA$k§k

Aﬁpkawkﬁk
Axlxk

Aﬂﬁk—wk

A€k+1wk

A'Epmk
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—-A

18k

_Amkflgk

W=(0 --- 0 0
_A€k+1$k

_Agp‘rk

For U we have used the fact that A, ¢, commutes with all operators in the
last p — k columns except those in the k-th row. Applying again commutation
relations and dropping factors as above, we can replace the k-th row of U by

(0,...,0, A, 24415+ > As,2,). Here we get for C' := Ay, ¢, Crmy — W:
0
k—1 0
C' = 0 0 Ayz, O 0|+U+V =
=1 0
0
Axlxl +P -1 .- Axlxk_l Awlwk te Axlxp
A$2$1 tee Amgxk_l Awgwk U Amgxp
Axkflxl e A9101c71301c71 +p— k+1 Amkflmk T A-kalxp
Aa:kxl T A.’Ekwk,1 Axka:k T Axka:p
A€k+1$1 T A€k+1$k—1 A§k+1$k T A§k+1$p
A€;7$1 T A&p‘rk—l A&pxk T A&p‘rp

This is almost C except the (k, k)-entry which should be Ay, ,, +p—k. There-
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fore, we are done if we can show that W equals (p — k)C” with

where the integer 1 is in position (k, k) and the empty spaces have to be filled
with the entries of Cx_1. In fact, we have

0
(p - k)C// = Awkwl U Awkwk71 p— k Awkwk+1 e Awkwp
0

which has the same columns as C” except the k-th and therefore C'+(p—k)C" =
C). Let us expand W with respect to the k-th column:
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0
p
>
j=k+1 0

0 0
0
0

In the first £ — 1 summands W we can bring the factor A, to the k-th row
(the only place where & appears). Using Az, A¢,z; = Aga; Aaie, + Aaia,
and dropping the first summand we obtain

wW! =

TiThk+1

TiTl41

Awimp

Axia:p
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Similarly we find for the second p — k summands W":

W = — 0

Now we see that these matrices are obtained from C” by replacing the first
k entries in the i-th row of W}, i = 1,... ,k — 1 and in the j-th row of W,
j=k+1,...,pby zero. Let us call D the matrix obtained from C” by removing
the k-th row and the k-th column, and denote by D;,t =1,... ,p—1 the matrix
obtained from D by replacing the first £ — 1 elements in the ¢-th row by zero.
Then we clearly have

C" = detD,
W! = detD; i=1,...,k—1
Wj{/ = detDj_l j:k}+1,,p
Now the claim follows from the next lemma. O

Lemma. Let D be an m X m matriz with non necessarily commuting entries.

Denote by D,gl) the matrix obtained from D by replacing the first | entries in
the t-th row by zero. Then for every l =0,1,..., m we have

S " det DY = (m — 1) det D.
t=1
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PROOF: We use induction on [. Remark that

0
0
det D™V =detDP +]0 - 0 ay 0O - 0
0
0
Hence . -
S det DY =3 det DY + det D.
t=1 t=1
O
9.4 Some applications. Let f = f(z1,...,zp) € K[V?] be multihomogeneous
of degree (dy,ds, ... ,d,). As before, we denote by C, the CAPELLI operator
A +p—1 Ao e Ay
Aoy Agy+p—2
Cp = det )
Apl App

Lemma. Cpf = ¢, f+32,; CijAij f, where ¢, = (di+p—1)-(d2+p—2) - d,
and C;j € U(p), the algebra generated by the A;j.

PRrROOF: By definition we have
Cp = sgn0Bo1y1Bsi)a - Boyy
o€y
where ' _
A AV for i # j
Y A”—i—p—l fori:j
Now Aj1Ags - ~Appf = (di+p—1)(da+p—2)---d, - f and every other
monomial in the sum above has the form
Nigr--AijjA G111 jiz - By

with ¢; < j. This term applied to f can be written as C;A;; f with ¢ = i; < j.
O
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Application 1. There are operators A;, B; € U(p) such that f =), A;B; f
and B;f depends only on x1,...,Z,.

PRrROOF: We may assume that p > n and d, # 0; otherwise there is nothing
to prove. Thus C, = 0 by CAPELLI’s identity, and we obtain from the lemma
above:

c-f= Z CijAij f with some ¢ # 0.
i<j
Now we use induction on the multidegree of f, ordered in the antilexicographic
way. Then deg A;; f < deg f for i < j, hence
Aiif =) AYBY (A f)
l
for some operators Afj , Bij € U(p). It follows that
Z Cij Z AVBYI N f = Z Ci; AN (BIA) f
2<] 1<j
which has the required form. O

Remarks. (a) The proof shows that the operators A;, B; depend only on the
multidegree of f.

(b) Application 1 is sufficient to prove the first theorem of WEYL (Theorem
7.1; see 8.2).

Application 2. There are operators A;, B; € U(p) such that f = > A;B;f
where B;f is of the form B;f = [x1,... 2, hi(x1,... ,Tp_1).

PRrROOF: Using Application 1 it is easy to reduce to the case where f depends
only on z1,...,z,. In this situation (p = n) we have the identity

Cpn=lx1,...,25] - Q.
Hence, with the lemma above
C'f'i‘ZCiinjf: [CL’l,... ,CL’n]Qf (1)
i<j

We can assume that f depends on x,, i.e. ¢ = ¢, # 0. By induction on the
multidegree (in antilexicographic order) we get

Aif =) AVBYA;f
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with BZinjf of the form [z1,...,2z,]%h(21,... ,2,—1), which implies that the
sum » , ,; CiAq; f has the required form.

It remains to handle the right hand side of (1). The induction hypoth-
esis also applies to € f

Of =Y ApBQf (2)
with BpQf = [z1, ..., 2, - hg(z1,... ,2,—1). From the two relations
Aij[x17'~' ,xn] = [.’131,... ,.’,En]Aij lfl%j, and
Aii[x17'~' ,xn] = [.’131,... ,.’,En](A“—Fl)

whose proofs are straightforward we see that for every polarization operator A
we have an equation [z1,...,x,]A = A’[x1,... ,x,] with some other operator
A’ (cf. Exercise 1). Hence we obtain from (2)

(@1, 2] Qf =) A([z1, ... 2] B S

Now [21,...,2,)Bedf = [21,...,2,)* T hg(21, ... ,2,_1) and has therefore
the required form. On the other hand

[1,...,2,)BiQ = Bplz1,...,2,]Q = B.C,, € U(n)
which shows that the right hand side of (1) has the required form, too. O

Remarks. (a) Again we see that the operators A;, B; only depend on the
multidegree of f.

(b) As above Application 2 is sufficient to prove the second theorem of WEYL
(Theorem 7.5; see 8.2).

(c) We have seen in the proof that for every D € U(n) we have
[x1,...,2,)D = D'[wq,...,3,]

for some D" € U(n), i.e., conjugation with [x1, ... ,z,] induces an automorphism
of U(n). We will denote it by D +— D’.
(Remember that all this takes place in End(K[V"]).)

9.5 Proof of the CAPELLI-DERUYTS expansion. Let us recall the notation.
The vectors x; are written as column vectors

L1
T; = eV =K".

Tnig
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In case p < n we denoted by |z|;,,... s, the minor of (z1,...,7,) extracted from

the rows 41, ... ,%,. Similarly, ‘8%‘ is defined with respect to the matrix

(%)
O%ij )i iz1,. . m

CAPELLI-DERUYTS expansion. For every multihomogeneous polynomial f =
f(z1,...,xp) there are operators A;, B; € U(p) depending only on the multi-
degree of f such that

1:1,... slp

f=)Y_ABif and B;f €PC,

where PC C K[V™] is the subalgebra of primary covariants, generated by all
k x k-minors extracted from the first k columns of (x;5), k=1,2,... ,n.

Using 9.4 Application 1 one reduces to the case p = n. The claim now follows
from the next proposition which is slightly more general.

Proposition. Let p <n and f(z1,...,x,) multihomogeneous. Then there are
operators A;, B; € U(p) depending only on the multidegree of f such that

f=Y_ AiBif

and B;f is a sum of monomials in the k X k-minors extracted from the first k
columns of (x;5), where k=1,...,p.

PROOF: The case p = 1 is obvious. Let us assume p > 1 and that f depends
on z,. Now the CAPELLI-identity says

0
Cof = > lzlir.., 2

W15 ip i1, 0p

[ (1)

By Lemma 9.4 we have

Cof =c-f+)Y Ciylif withc=c, #0

1<J

Now the induction hypothesis applies to A;;f and we obtain operators Afj ,
B’ € U(p) such that

A f = Z Aijij with Blij of the required form.
l
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To handle the right hand side of (1) we can also use induction:

‘ f=>Y_ AB

where A;,B; € U(p) and B, }8%’
(Since deg|Z

0

oz

9
oz

i1, i1y ip

o f are of the required form.
(2 ...'Lp

- f = degf — (1,1,...,1), the operators A;, B; do not

}7:1,... slp

depend on iy, ... ,i,.) Now we have
0 0
\z]iy,. i) |5 f= Alxliy... B | f
| O i1, yip Z e Ox i1 sip
and |z, .. 5, B 8%‘1.1 ;. f has the required form. On the other hand we get
iy
0 0
S s [ 2| 5= SAB Y el |2
11,0 50p 1,000 yp l 11500 50p 1.0 5p
= Y AB|Cyf.
!
Hence, B;Cy =3, |2lis,....i, Bi }8%’7;17___7% € U(p) and we are done. O
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§10 The First Fundamental Theorem for

Orthogonal and Symplectic Groups
As another application of the Theorems of WEYL (7.1, 7.5) we prove the First Fundamental
Theorem for the orthogonal group Oy, the special orthogonal group SO, and the symplectic
group Spn, i.e., we describe a system of generators for the invariants on several copies of the

natural representation of these groups.
Throughout the whole paragraph we assume that char K = 0.

10.1 Orthogonal and symplectic groups. Let V = K" and denote by
n
(v]|w):= Z%?Jz forv=(z1,...,2,), W= (Y1,... ,Yn) €V
i=1

the standard symmetric form on V. As usual the orthogonal group is defined
by

Oy = On(K) :={g9 € GL,(K) | (gv | gw) = (v | w) for all v,w € V'}
and the special orthogonal group by
SO, := S0, (K) :={g € Oy(K) |detg =1} = O, (K) N SL, (K).

It is easy to see that SO, is a subgroup of O, of index 2. In terms of matrices
A we have A € O, if and only if A'A = F where A" denotes the transposed
maftrix.

Exercises

1. Show that SO2(C) is isomorphic to C* and that the natural 2-dimensional
representation of SO2(C) corresponds to the representation of C* with
weights +1.

(Hint: An explicit isomorpism is given by (2 %) — a + 4b.)

2. Show that O2(C) is a semidirect product of C* with Z/2. More generally,
O, is a direct product of SO, with Z/2 for odd n and a semidirect product
for even n.

Similarly, for even n = 2m let

m

(v|w):= Z(ij—lij — T2;Y2j-1)
j=1

be the standard skew symmetric form on V' and define the symplectic group by
Spn := Spu(K) :={g € GL,(K) | {(gv | gw) = (v | w) for v,w € V'}.

To get a more explicit description of Sp, we introduce the following skew-
symmetric n X n-matrix
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I 0 1
J = where [ := (_1 O)'

I

By definition we have (v | w) = vJw'. Therefore, a n X n-matrix A belongs to
Spa if and only if A'JA = J.

Exercises
3. Show that Sp,(K) = SLa2(K).

4. Show that all non-degenerate skew forms on K>™ are equivalent, i.e., for
any skew-symmetric 2m X 2m-matrix S there is a g € GLy(K) such that
g'Sg = J. This holds for any field K in any characteristic. (In characteristic
2 one has to assume that the form is alternating, i.e., (v | v) = 0 for all
veV.)

5. Let n =2m or n = 2m + 1 and consider the subgroup

T::§02XSOQX'-'XSO%CSOn

m times

embedded in the usual way.
(a) The matrices A € SO, (C) which are diagonalizable (in GL,(C)) form
a ZARISKI-dense subset.
(b) Every diagonalizable matrix A € SO, (C) is conjugate (in SO, (C)) to
a matrix of 7.

(c) For any field extension L/K the subgroup SO, (K) is ZARISKI-dense
in SO, (L).

Lemma. Spsoy, @s a subgroup of SLo,,.

PROOF: Recall that the Pfaffian Pf(S) of a skew-symmetric 2m x 2m-matrix
S € My, (K) is a homogeneous polynomial of degree m in the entries of S
which is determined by the following two conditions:

det S = (PfS)* and Pf(J)=1.

We claim that Pf(g*Sg) = det g-Pf S for all g € GLa,,(K). In fact, consider the
function f(g) := Pf(¢*Sg) - (det g - PfS)~! which is defined for g € GLg,,(K)
and S an invertible skew-symmetric 2m x 2m-matrix. The first condition above
implies that f(g)? = det(¢'Sg) - ((det g)? - det S)~! = 1. Since f(e) = 1 the
claim follows.

Now let g € Spam. Then ¢g'Jg = J and so 1 = PfJ = Pf(¢'Jg) =
det g - PfJ = det g. O
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Exercises

6. Let Viy...,02m c sz. Then Pf(<’l}l ‘ ’l}j))iyj = [’Ul, Ce ,’Uzm].
(Hint: If A is the matrix with rows v1, ..., V2m, then AJA® = ((v; | v;))i,;.)

7. For any field extension L/K the subgroup Spn(K) is ZARISKI-dense in
Spa(L).
(Hint: As in Exercise 5 we can define a subgroup
T :=8Spy X -+ X Spy C Sp2m
—_——

m times

with similar properties.)

Now consider the representation of one of these classical groups on p copies of
the natural representation V= K": For v = (v1,...,vp) € VP and g € O,,
SO, or Spom set g - v := (gvy,...,gvp). If we apply the symmetric form to the
1th and jth factor of VP we obtain for every pair 1 < 4,5 < p an Op-invariant
function v = (vy,...,vp) — (v; | v;) which we denote by (i | j):

(0] 7)(v1,...,0p) = (v | v5).

Now the First Fundamental Theorem (shortly FFT) states that these functions
generate the ring of invariants:

10.2 First Fundamental Theorem for O, and SO,.

(a) The invariant algebra K[VP]9» is generated by the invariants (i | j),

1<i<jy<p.
(b) The invariant algebra K[VP]5Cx is generated by the invariants (i | 7),
1 < i < j < p together with the determinants [i1,...,i,], 1 < i3 <

P < ... <1, < p.

For the symplectic group Sps,, we define in a similar way for every pair 1 <
1,7 < p the following invariant functions on V?:

(T]3)(vi,. .. 0p) == (v | vy).

10.3 First Fundamental Theorem for Spa,. The algebra K[VP]5P2m s
generated by the invariants (i | j), 1 <i < j <p.

Proor oF THE FFT FOR O, AND SO,: We first remark that (a) follows from
(b). In fact, since a determinant [i1,...,4,] is mapped to —[i1,...,1,| under
any g € O, \ SO, we see from (b) that the O,-invariants are generated by the
(i ] j) and all products [i1,...,i,][j1,- -, Jn] of two determinants. But
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[ilv R in]Uh ce- 7jn] = det((ik ‘ il)Z,z:O
and the claim follows.

Secondly, we can assume that K is algebraically closed. In fact, we
have K[VP]SOn(K) = K ®@p (K[VP]SO(K)) where K denotes the algebraic
closure of K (cf. 1.5 Exercise 29), and K[VP]SO»(K) = K[VP]SOn(K) hecause
SO, (K) is ZARIskI-dense in SO, (K) (see Exercise 5). This will allow us to
use geometric arguments. Moreover, by WEYL’s Theorem B (7.5) it suffices to
prove (b) for p = n — 1. We will procede by induction on n.

For n = 1 the group SO, is trivial and there is nothing to prove.
Assume now that n > 1. We identify V’ := K"~ ! with the subspace {v =
(z1,...,2n-1,0)} C V. The normalizer N in SO,, of the orthogonal decompo-
sition V- = V' @ Ke, is the intersection (GL,_1 x GL;) N SO, which has the
form

N ={(g,A\) | g € Op_1, A =detg}.

It follows that the restriction homomorphism K[V~ — K[V'""'] induces a
map

pr K[V 1800 o Ky 0n,

Clearly, the invariant (7 | j) is mapped onto the corresponding invariant on
V"' which we denote by (i | §)’. By induction (and by what we said above),
the (i | 7)’ generate K[V'™']O»-1. Thus it suffices to show that the homomor-
phism p is injective. This follows if we can prove that the set

0, V"= {g-v]g€eOy, ve V’n_l}
is ZARISKI-dense in V"1, Define
Z:={v=(v1,...,0p-1) € yn-l | det((v; | v;)) # 0}.

This is the ZARISKI-open subset of V"~ where the function det((v; | v;)) does
not vanish (see 1.3). Given v = (v1,...,v,) € Z, the subspace W (v) spanned
by v1,...,v, has dimension n — 1 and the symmetric form (. | .) restricted to
W (v) is non-degenerate. Hence, there is a g € O, such that g(W(v)) = V.
(in fact, W(v) and V' are isomorphic as orthogonal spaces, because K is al-
gebraically closed, and V = W (v) @ W(v)t = V' @ Ke, are both orthogonal

decompositions.) It follows that g - v = (gv1,...,9v,-1) € V'™ As a conse-
quence, Z C O, V"1 Which shows that 0O, V"1 s ZARISKI-dense in V1,
(]

PROOF OF THE FFT FOR Spon,: Again we can use WEYL’s Theorem B (7.5)
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since Spop, is a subgroup of SLs,,, by Lemma 10.1 above and the determinants
[1, ..., V2] are contained in K[(i | j)] (see Exercise 6). Thus it suffices to
consider the case p = 2m — 1. As before, we assume that K is algebraically
closed and we proceed by induction on m.

For m = 1 we have Sp, = SLy (Exercise 3) and the claim is obvious
since there are no non-constant invariants. Assume m > 1 and consider the two
subspaces

V' = {v=(z1,...,72m_2,0,...,0)} and
V” = {U = (0, .. .,O,CL’Qm_l, Ce ,xgm)}

of V. The restriction of the skew form (. | .) to both is non-degenerated and
V =V’ ® V" is an orthogonal decomposition. The embeddings

V/Qm—l SN Vl2m_2 @ (V/ @ VH) s V2m—1
induce homomorphisms (by restriction of functions)

K[V2m—1]8pom LN K[VIQm—l]szmfz ® K[V"]5P2

K[V 18P 2

where the second map is an isomorphism since K[V"]P2 = K. By induction
(and WEYL’s Theorem) we can assume that the images of the functions (i | j)
generate the invariants K[V’ 2m—1]sp2m72_ Hence, it suffices to prove that p is
injective. Again this will follow if we show that the set

Sme '(V/2m_1 @ V) _
{(gvl, . ,gvgm_l) | g € Spgm, VlyeooyVom—2 € V/, Vom € V}

is ZARISKI-dense in V2™ 1 For this consider the subset

Z = {U = <U17 .. ~7U2m—1) S VQm_l | det(<'U1 ‘ 'Uj>)2m_2 3& O}

ij=1
which is ZARISKI-open in V2™~1 For any v € Z the subspace W (v) spanned
by v1,...,V2mn_o is of dimension 2m — 2 and the restriction of the skew form
(.].) to W(v) is non-degenerate. Thus, there is a g € Spay, such that gW (v) =
V' and therefore gv = (gvi,...,gv2m—2, gUam—1) € yrEm=2 gy, Or, Z C
Spom (V"™ ? @ V) and the claim follows. O

10.4 Simultaneous conjugation of 2 x 2-matrices. Let K be algebraically
closed, e.g. K = C. The adjoint representation of SL, is isomorphic to the
standard representation of SOs. In fact, the representation of SLo on sly :=
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{A € My | Tr A = 0} by conjugation leaves the non-degenerate quadratic form
q(A) := det A — 3 Tr A? invariant. Using the basis Ey := ({ %), B2 == (9¢),
Es = (% §) we find q(z1E1 + 22E> + 23E3) = 2% + 23 + 23. It follows
that the image of SLy in GL(sly) = GLg3 is contained in SOsz. One verifies
that they are in fact equal (see Exercise 8 and 9 below). As a consequence
from the FFT for SO3 we find that the invariants of any number of copies of
slo under simultaneous conjugation are generated by the “quadratic” traces
Tri;: (A1,...,Ap) = Tr(A;A;) and the “cubic” traces Trii: (A1,...,4p) —

K[slo?]*" = K[Tryj, Tryg, | 1 <i < j <k <p|.

In fact, we have (4;,4;) = %Tr A;Aj and [A;A;Ag] = %Tr A;Aj Ak . Similarly,
one finds that the invariants of several copies of 2 x 2-matrices under simul-
taneous conjugation are generated by the traces Tr;;, Tr;;, together with the
usual traces Tr;: (A1,...,4,) — TrA;:

Proposition. K[MyP]9t2 = K[Tr;, Trj, Trije | 1 <i < j <k <p|.

Our general FFT for matrices (see 2.5) showed that the multi-traces Tr;, ;.
are generators, but it did not give any bounds for the degree k. As a conse-
quence of the proposition above, every trace function Tr;, . ; for k > 2 can be
expressed as a polynomial in the traces Tr; and Tr;;.

For further reading about this interesting example and related ques-
tions we refer to the article [Pro84] of PROCESI.

Exercises

8. Show that a special linear automorphism ¢ of sl3(C) which leaves the
determinant invariant is given by conjugation with an invertible matrix. In
particular, the image of SL2(C) in GL(sl2) ~ GL3(C) under the adjoint
representation is equal to SO3(C).

(Hint: Since @((é o )) has determinant —1 (and trace 0) it is conjugate to

éfl), hence we can assume that go((é ,01)) = (é ,01). Now (C(é ,Ol)L =

C(35)®C(993) and ¢ acts on this space by an element of SO;. It is easy

to see that every such element is given by conjugation with some ((t) t9 1 ))

9. Give another proof of the equality SL2(C)/{£1} ~ SO3(C) by using the
following fact:

If H C G ¢ GL, are subgroups such that H contains an open ZARISKI-
densesubset of G then H = G.

10.5 Remark. The First Fundamental Theorem for all classical groups has
been shown to be valid over the integers Z by DECONCINI and PROCESI in
[DeP76]. This fundamental result has influenced a lot the further development
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in this area, in particular, the so-called “Standard Monomial Theory” of LAK-
SHMIBAI, MUSILI, SESHADRI et al. which is an important tool in the geometry
of flag varieties (see [LaS78], [LMST79], [LaS86], [Lak]).
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Capelli identity, 88

Capelli operator, 98
Capelli-Deruyts expansion, 87
centralizer, 23

character, 56

character group, 47
characteristic polynomial, 18
class function, 62
Clebsch-Gordan formula, 94
closed subvariety, 17
commutant, 23

comorphism, 8
complementary partition, 59
complete symmetric polynomial, 57
completely reducible, 25
concomittants, 9

conjugacy classes, 18
contragredient, 2, 16
coordinate functions, 1
coordinate ring, 1, 38
covariant, 9

covectors, 16

degree, 41, 53, 58
derivation, 76, 77
determinant function, 3
determinantal variety, 18
diagonal matrices, 46
differential operators, 76
direct sum, 39

disjoint cycles, 32
dominant weight, 52
dual, 2, 16

dual representation, 39

envelopping algebra, 76
equivariant linear map, 97
equivariant morphisms, 9
evaluation homomorphism, 6
exterior powers, 40

fixed point, 3

Frobenius reciprocity, 45
full polarization, 33

full restitution, 34
functor, 28, 54
functorial, 28
fundamental weight, 52

G-algebra, 81

general linear group, 1
generalized traces, 21
generating function, 57
Gordan-Capelli expansion, 87
graded algebra, 1

graduation, 30

group algebra, 25

height, 53, 58

highest weight, 50

highest weight module, 50, 51
homogeneous, 1, 8
homogeneous components, 9

hook, 66

ideal of X, 6

indecomposable, 50

induced G-module, 45
induced representation, 45, 65
invariant, 2

invariant ring, 2

invertible matrices, 2
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irreducible character, 62
isotypic component, 26
isotypic decomposition, 26
isotypic submodule, 27

length, 58

lexicographic ordering, 59, 65
Lie algebra, 76

linear action, 2

linear groups, 43

linear representation, 2
locally finite, 39, 41

maximal ideal of a, 6
module of covariants, 10
module, G-module, 2
morphism, 8
multihomogeneous, 30

multihomogeneous components, 30

multilinear, 30
multiplicative group, 3, 41
multiplicity, 45, 46, 56
multiplicity free, 82

Newton functions, 5
Newton polynomial, 62
Noetherian, 13
normal, 18

open cell, 50

orbit, 2

orbit space, 17
orthogonal group, 113
orthogonality relations, 63
outer automorphism, 72

partial ordering, 49
partial polarization, 34
partitions, 57

Pfaffian, 114
plethysm, 86

polarization, 30, 33, 35
polarization operator, 76
polynomial, 1, 38, 43
polynomial G-module, 38
polynomial map, 8
polynomial representation, 38
polynomial vector fields, 77
positive weights, 49

power sum, 62

power sums, 5

primary covariants, 76, 84, 87
principal minor, 50
pseudo-reflection, 81

quotient map, 18
quotient representation, 40

rational, 43

rational G-module, 38

rational representation, 38
regular, 1, 38, 43

regular function, 1

regular representation, 3, 92
restitution, 30, 34, 35

Reynolds operator, 13

ring of differential operators, 77

Schur functor, 28

Schur polynomial, 58
selfdual, 2, 98
semisimple, 25

special linear group, 3
special orthogonal group, 113
stabilizer, 2

stable, 2

subquotient, 44
subrepresentation, 40
symmetric algebra, 1
symmetric group, 4
symmetric polynomials, 4
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symmetric power, 1
symmetric powers, 40
symmetric tensor, 24
symmetrization, 34
symplectic group, 113

tensor product, 39

tensor product, m-fold, 23
torus, 46

trace, 20

traceless, 51

traces of powers, 20
transvection, 10
triangular, 2

Uberschiebung, 10
unipotent matrices, 2
unipotent subgroup, 48

Vandermonde determinant, 58
vector field, 76
virtual characters, 64

weight, 47

weight space, 47
weight vector, 47
Weyl module, 28

Young diagram, 57

Zariski-closed, 7
Zariski-closure, 43
Zariski-dense, 6
Zariski-open, 7



