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1.1 Introduction

understand the performance of an approach to
determine what is the best retrieval method

— Vector space retrieval was proven to outperform Boolean retrieval

color is more important
than texture, and texture is more important than shape

— Machine learning with Deep Neuronal Networks outperforms most other classification methods

« We note that the performance of an approach depends on
— the collection,
— the type of queries / learning scenarios,
— the information needs of users,
— ... and some non-functional constraints (e.g., costs, time, storage)
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« Evaluation differentiates between two types:
— Boolean approaches
— Retrieval approaches that return a ranking of documents

An important criteria of the evaluation is the so-called relevancy ordering

Defining a sound benchmark is first step of an evaluation

« Evaluation of learning methods depend on the desired task and output

binary classification
multi-class classification

classification with scores and thresholds

classification with probability distributions
regression tasks
deep learning uses various methods
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1.2 Defining a Benchmark for Retrieval

« So what makes a good benchmark?

— Challenge 1: non trivial queries that can distinguish different methods

— Challenge 2: finding the “correct” answers for the queries given

INEX started in 2002 to provide a yearly competition

— Selection of an appropriate collection

— Definition of queries

— Relevance assessments for each query over the collection
— Evaluation method (see Section 1.3ff)
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» The collection for the competition in 2002 consisted of 12’107 Articles of IEEE journals between
1995 and 2001 (about 500 MB).

<article>
<fm>
<ti>IEEE Transactions on ...<ti>
<atl>Construction of ...</atl>
<au>
<fnm>John</fnm><snm>Smith</snm>
<aff>University of ...</aff>
</au>
<au>...</au>
</fm>
<bdy>
<sec>
<st>Introduction</st>
<p>...</p>
</sec>
<sec>
<st>...</st>
<ssl>...</ssl>
<ssl>...</ssl>
</sec>
</bdy>
<bm>
<bib>
<bb>
<au>...</au><ti>...</ti>

</bb>
</bib>

</bm>
</article>
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» There were two types of queries: "Content-and-structure*(CAS)-queries, and "Content-only" (CO)
gueries. An example for a CO-Query was (about 30 such queries were defined):

<INEX-Topic topic-id="45" query-type="CO" ct-no="056">
<Title>
<cw>augmented reality and medicine</cw>
</Title>
<Description>
How virtual (or augmented) reality can contribute to improve the medical and
surgical practice. and
</Description>
<Narrative>
In order to be considered relevant, a document/component must include
considerations about applications of computer graphics and especially
augmented (or virtual) reality to medecine (including surgery) .
</Narrative>
<Keywords>
augmented virtual reality medicine surgery improve computer assisted aided
image
</Keywords>
</INEX-Topic>
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* An example of a CAS-Query is given below (about 30 such queries existed):

<INEX-Topic topic-id="09" query-type="CAS" ct-no="048">

<Title>

<te>article</te> .

<cw>nonmonotonic reasoning</cw> <ce>bdy/sec</ce>

<cw>1999 2000</ew> <ce>hdr//yr</ce> f
<cw>-calendar</cw> <ce>tig/atl</ce> /
<cw>belief revision</cw>

</Title>
<Description>

Retrieve all
nonmonotonic
papers.

</Description>
<Narrative>

Retrieve all
nonmonotonic
papers.

</Narrative>
<Keywords>
nonmonotonic
</Keywords>
</INEX-Topic>

articles from the years 1999-2000 that deal with works on
reasoning. Do not retrieve articles that are calendar/calls for

articles from the years 1999-2000 that deal with works on
reasoning. Do not retrieve articles that are calendar/calls for

reasoning belief revision
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* How do we get the relevance assessments?

* A better approach is the following one

— The coordinator selects a collection, defines the queries
and sets an evaluation metric

— Each participant evaluates all queries and submits its result

each participant assess a subset of gueries against union of
returned answers

assessment results are collected then computes performance
value for each participant
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1.3 Boolean Retrieval

* Boolean retrieval returns set of documents without ordering them

* Precision and recall are the most important measures

fallout discard non-
relevant documents
* Notations:
A Set of all documents
R, Set of relevant documents for a query Q in the collection A
F, Setof documents retrieved by a system for query Q
* Then, precision p, recall r and fallout f are defined as follows:
p=|[FQmR’\Q| 7,=|IFQ”]1%| f=|IFQ\RQ|
|Fo| R |A\ Ry
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Visualization
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* Next to precision, recall and fallout

— Total Recall: (how many relevant documents are in the collection?)

Ry

I Al

It follows that:;

fro-A-g)=r-g-(1—p)

— F-Measure: Combines Precision and Recall
f = 0 only Precision counts;
Recall counts

f D por +1 - t~neacu fe
p?-p+r @7‘_//'

The larger the F-Measure, the better an algorithm or system works

f = oo only
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we run a series of queries and then compute an “average” precision and recall

— Macro Evaluation: p and r are given as average value over p; and r; , respectively:

Z IIFn]RI z IIFnIRI
pl‘ LR N ’”“ LRI

— Micro Evaluation: summing up numerators and denominators leads to:

N
i=1[F; N Ry . L1lF; N R

The micro evaluation is more stable if the sets F; and R; vary significantly in size.
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1.4 Retrieval with Ordering

retrieval methods return a ranked list

precision-recall curve addresses this as follows

*

m- T

t; : -4

//V\

y 100 W
2 7 7578797 ” « 1.00 ? 0.40°

775 == 5?6 ey gﬁz,, o Qﬁ-ﬂ
4 590 X 0.75  0.60
5 986 0.60  0.60

. Eoo X 0.67  0.80

- — 0.57  0.80

‘ 988 0.50  0.80
""9"/58 0.44 0.80
10 985 0.40  0.80
= 0.36  0.80

12 501 0.33  0.80

13 772 X 0.38  1.00

14 990 0.36  1.00

-

P-R pair for the first 4 documents: We

observe 3 relevant documents, hence
= 3/4, and we have seen 3 of 5

relevant documents, henqe r= 3/5

(generally: we compute p and r for
the first rank documents in the result)
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0.2

P-R pairs of the example in a 2-dimensional plot

-
-
-

/

. )
=f= Original \ ®@--7
\ f— Interpolated
0 0.2 0.8 1

0.4 % f 0.6

X

Multimedia Retrieval — 2019

1.4 Retrieval with Ordering

Page 1-14






































































































































































* Interpretation of P-R-Curve:

— Closeto(r=0,p=1)
interested in a correct answer

"Is this mushroom poisonous"

— Closeto (r=1,p=0)
High recall is important for queries like "is there a patent"

- p = 1is usually difficult to achieve; r = 1 is simple—just return all documents
» To simplify comparison and ranking, we want to obtain a single value

— System Efficiency: prefers an ideal system that returns all relevant and only relevant
documents

— R-Precision: if we favor precision over recall, the R-Precision is a good alternative

precision after having retrieved percentage of  relevant documents
RP = max 0 if r < Tthreshold
pr (P lf T2 Tthreshold
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compute the“Area Under thé Curve (AUC, we will
see this later again for the ROC curve)

How do we “average”
— Compute the average precision and recall values over all queries for the first 5, 10, 15, 20, ...,

determine the precision over all queries for fixed recall values (see R-Precision) and
average these precision values
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1.5 Perfomance of Machine Learning

Features Targets

Training
Set

some methods
error or loss function that needs to be optimized

1 N Validation

|
! Split training ! =
1 . . |
] and validation I
, : data sets bommmmmmm o
Split training I
and test data :
sets .
1
1
1

Train model
with training
set only

Model

! =

—» Validate

£
I
e
[
o
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Qo
>
T

N

y

--------- > Test Set —» Assess —G—V.

Validate model, adjust
hyper parameters, and
repeat steps 2, 3, 4

—

Assess model with test
set and compare with
other methods

=

4

Results

1/ performgnce etgc as a
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* Binary classification (0-1 decisions) uses a confusion matrix

2o
— Population /[ (7 Positive (P) 70 NenatlveD
%\ 13 ” 1 ‘ P t P d t V I
g .5 % Yes4 )) True P%smve (TP) False Positive (FP) | (POF;S\'/;YTDrerSS:gr:VGgZ;e
2 = g' o o
S 2 r
33 ( / False Omission
a0, “No False Negative (FN) True Negative (TN)
e o s T ) A
| 70 Positive Rate (TPR), False Positive Rate (FPR), —————

%Ogensmwty Recall, Hit Rate

Accuracy (ACC)

Fall-Out o ’
10/ W A
False Negative Rate (FN True Negative Rate (TNR)
a Oé Miss Rate Specificity

TP EN TP + TN
TPR = —- FNR = —=1—TPR ACC = ———
TN FP FP + FN
TNR=W FPR=W=1—TNR ERR = PN
TP
PPV =45 Fp FDR = cppp =1 - PPV
TN
NPV =N T FN FOR =guan = L NPV

False Discovery

Rate (FDR) 7 00/
(5

Negative Predictive

Value (NPV) j 0 Z

Error Rate (ERR),
Misclassification Rate

<
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— Example: Cancer test -
/_ lllu\

Population (2030) Posmv Negatlve (N 2000) \f

=)
85 fj?i “Yes” (20 True Positive (TP 20) Ese Positive (FP=180 PPV = o0 = 10%
o =
S 2 E <
© 58 : - : 1820
a o a 0 False Negative (FN=10) True Negative (TN=1820) NPV = T 99.5%
20 1820 1840
TPR = =5 = 67% TNR = —— = 91% ACC = ——=90.6%

|| 2000 2030
— Is this a good test for cancer?

false discovery rate (1 — PPV = 90%)
little confidence in positive
outcomes

false omission rate (1 — NPV = 0.5%) is very low
diagnosis of
exclusion true negative rate
(TNR = 91%) indicates that elimination is in 91% successful.

— Using NPV as a driving performance metric is very common in cases where most of the
population is considered negative.

— Accuracy (ACC) is not a reliable metric: “oracle” always predicts “No”
0+2000
accuracy of = 98.5%
PPV = O%, NPV =98.5%, TPR = 0% and TNR = 100%
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 Multi-class classification

generalized confusion matrix

Panulation (100)

- -

3 Woman (19)

£ 8 -~

& |Man (18) [ 2\

o O | \\

i \-)
Child (63) \5 ]

— The confusion matrix
errors (outside the diagonal).

4 2 4
‘%//\ Y //
—— —_—
O Jummm—
| )
N 4
™ €D,

correct classifications (on the diagonal) and prediction

« 13 out of 20 women correctly, but 2 were wrongly classified as man and 5 as children

« 19 women in total but only 68% (13) were actually women
« 57 out of 60 children correctly, and children were more often confused with women than men

— Accuracy is given by the sum of the diagonal over all examples, i.e., ACC = BHISHS7 85%, and
the error rate is ERR =1 — ACC = 15%.
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Total Population

;Woman (19) “

Recognized
Class

Not a Woman (81)

Total Population

chitd (63) |

Not a Child (37)

Recognized
Class

Woman (P=20)

True Positive (TP=13)
False Negative (FN=7)

TPR = = — 659
20 R

Child (P=60)

True Positive (TP=57)
False Negative (FN=3)

TPR—57—95°/
T60 X

Not a Woman (N=80)

False Positive (FP=6)
True Negative (TN=74)

TNR—74—93°/
g0 7

Not a Child (N=40)

False Positive (FP=6)
True Negative (TN=34)

TNR—34—85°/
T30 O7°

accuracy for both classes “Woman” and “Child” are high

good accuracy of class “Woman”

due to

PPV == £ 68%\
BECANGD |

NPV—74—91§/
—81 7

acc =27 _ gry
~100 ' 7°

PPV = 25 = 90%

NPV—34—92°/
—37 7o

acc =2 = 91Y%
~100 O 7°

large number of negative examples

But precision (68%) and recall (65%) are much lower
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Binary classification with scores and thresholds: assume we have an algorithm that decides,
based on a metric, whether an object belongs to a class or not. A good example is video shot
detection: if the ‘distance’ between subsequent frames is large enough, we assume that a new shot
has started (see application in later chapters of this course). The challenge is to set a threshold
value for the distance in such a way, that the smallest number of errors occur (false positives, false
negatives). In this scenario, we need:

— away to train ‘good’ thresholds as the overall
performance of the method depends on it

— away to compare methods regardless of the
chosen threshold to assess how well they can

separate the positive from the negative cases | /\

source: https://docs.aws.amazon.com/machine-learning/latest/dg/binary-classification.html

P~ \
y
'

Medical Example: a new test shall distinguish between
‘healthy’ and ‘disease’ based on glucose concentration

in the blood. The values of known populations are depicted
on the right (green for healthy population on the left, and
red for ‘disease’ population on the right). Given the test,
we want to asses how well the test works and what

thresholds we employ during medical examinations. Is this —A

a good medical test? Glucose concel;ﬂtration in blood, =

==
[l
(==

disease

healthy

Probability
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* Binary classification with scores and thresholds

the score exceeds a given threshold?
scores for positives (and lower for negatives)?

— The ROC curve is a 2-dimensional plot with the x-axis denoting the false positive rate (FPR) and

how do we favor algorithms that assign higher

the y-axis denoting the true positive rate (TPR)

the more north-west the better

— Example without scores and thresholds:

N [

Ability to predict “yes”
(if high PPV value)

“Yes” only if

Ability to predict “no”
(if high NPV value)

TP =95 FP =30 TP =40 FP =80 100%
FN =5 TN =70 FN =60 TN = 20
TPR =95% FPR =30% TPR =40% FPR =80% 80%
PPV =76% NPV =93% PPV =33% NPV =25%
ACC = 83% ACC = 30% g o
(&)
o
TP =90 FP =70 TP =60 FP =5
20% o worse
FN =10 TN = 30 FN = 40 TN = 95 7
TPR=90% FPR =70% TPR =60%  FPR =5% o
PPV =56% NPV = 75% PPV =92% NPV = 70% o o o o e o
FPR (fall-out)
ACC = 60% ACC =78%
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— Adding scores and threshold
random variable X which is a score

 Let f,,(x) denote the probability density of X if the instance belongs to class “negative”
— We can calculate the various rates as a function of the threshold T as follows

[o'e) T
TPR(T) =f fp(x) dx FNR(T) =] fp(x) dx
T —00
7‘ (0 0]
TNR(T) = f f(x) dx FPR(T) = J fa(x) dx
—® T
or visually
e
4 TNR FPRV V\/\.\ ]\'(V"\ / %

: ' TPR
04 06 08 1
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— The ROC curve serves two purposes: 1) optimize the threshold T, and

performance of the algorithm

1 |

Use score of

current row 0.90 0

9

10

10%

0%

P

55%
60%
55%
60%

70% ,

60%
65%
60%
65%
60%
65%
60%
55%
50%
55%
50%
55%
50%

1
N 0.70 2 1 8 9 20% 10%
P 0.60 3 1 7 9 30% 10%
— 755 7T + L E— = 101N TOYS
P 5 1 5 9 50% 10%
N . =5 2 5 8 —so—  20% —on
N . 5 3 5 7 50% 30%
P . 6 3 4 7 60% 30%
N . 6 4 4 6 60% 40%
P . 7 4 3 6 70% 40%
N . 7 5 3 5 70% 50%
P . 8 5 2 5 80% 50%
N . 8 6 2 4 80% 60%
N 0.36 8 7 2 3 80% 70%
N 0.35 8 8 2 2 80% 80%
P 0.34 9 8 1 2 90% 80%
N 0.33 9 9 1 1 90% 90%
P 0.30 10 9 0 1 100% 90%
N 0.10 10 10 0 0 100% 100%

—_—

TPR (recall)

100%

80%

60%

2) assess the

L 4

20% X

0.60

0.70

20%

Threshold (T)
for this point

——ROC curve

40% 60%
FPR (fall-out)

80% 100%

— In general, higher thresholds tend to be more “conservative” (less false positive) while lower

thresholds are more “liberal” (more true positives)

— Performance of an algorithm can be measured regardless of the selected threshold with the area

under the ROC curve
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* Multi-class Classification with Probabilities
instance x is part of class Cy, if ¢, (x) = 1, and is

not part of that class if ¢, (x) = 0 algorithm predicts
probabilities y, (x) for an instance x with y, (x) being large if x is likely to belong to class Cj.
cross-entropy H model distribution g
matches the true distribution p over a set of events ¢
If we do not state otherwise log always refers to the natural
H(p, q) = — Z Pe log qe logarithm. However, for our purpose, the base is irrelevant
—_ asit only scales the result but does not change order
&
— The log-loss cross-entropy with two events: 1) x is part
of class Ci, and 2) x is not part of class Cy. true distribution p € {c(x),1—
cr ()} model distribution q € {yx(x),1 -y, (x)}

Hyx(p,q) = — z pelogqe = —ci () log(y (%)) — (1 — ¢ (x))log(1 — yi (%))

— Summing over all instances x and classes Cy, the performance is measured as

P=- z z (1) log(v () + (1 = e () log(1 — 1)) )
x k

Multimedia Retrieval — 2019 1.5 Perfomance of Machine Learning Page 1-26




« With Regression tasks, we measure the performance as the mean squared error (MSE)

Y vector of observed values with Y € RV,
Y vector with the predicted values with Y € RY
1w 1
= 2 -~ 2
SE = 33 ()" = 7 1
1=

— Regression methods model the prediction with a function f and parameters 0

— To find the best solution, a regression algorithm must find the parameters 8* which minimize the
MSE; in other words. Let ¥ = fg(x)

. ) 2 Note that the factor 1/N does not change
0" = argming ”fe (.X') — Y” 2 the solution 8*, hence we can omit it here

— To solve the above equation, we need find values for 8 where the gradient is 0:

Vollfo(x) —YII5=0

— With simple regression models use calculus
a numeric solution with gradient descent

— Backpropagation in neural networks use a similar method
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