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3.1 Motivation

* Web Retrieval was first performed like ordinary text retrieval

differences between classical and web retrieval

Classical Retrieval Web Retrieval

Collection controlled set
o large (20 GB)

seldom (citations of other documents

Quality good to excellent broad range of quality: poor
grammar, wrong contents, incorrect,
spamming. mi ings KBaits

precise and structures
small number of hits (<100) enumbers-ofhi 000,000)
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40+ billion page trillion unique URIs,

&

But how can we fi

and an index’size of 100+PB

e most relevant

documents
— Example que car
president Cross ariver

— Example query =“uni basel”
— Example query="it”

short queries are not sufficient

* In summary:
most people consider relevant.

— This may not be your interpretation of “what is best”

— This concept is not entirely new
“pop Song”
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3.2 Ranking in Web Retrieval

some of the known elements of the Google search

+ Google was the first engine to consider HTML tags
and the links between documents

» Unlike in classical retrieval, the similarity function of Google does not relate on terms only

— Proximity of terms

— Visual attributes of terms and their usage in links
— PageRank

— Other extensions

interpreted a query list of mandatory terms (all

connected with AND)
spelling mistakes
partial match

— Google reports the number of hits
— Engine still uses inverted lists
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3.2.1 Proximity of Terms

« Assume we are search with@
“The white car stands in front of the house”

“The president entered the White HoGse*

people implicitly assume proximity
between query terms popular search type ebrities,
brands, names)

“....Bill Rosweld was winning....and John Clinton raised his hand...”
“...the dollar bill was on the floor ... Mrs. Clinton went home...”
user is expecting guery terms next to each other

* “White House”
* “House White”
 To enable proximity
— n-grams

— extract position information from the document, calculate proximity for terms
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« With the position information

hit lists for each of the terms

hitlist[‘white’] =/[1, 1347814 109,7156, 195]

hitlist[ ‘house’] =0[24£82,112, F , 226]

—_—

combined pairwise to obtain all interesting combinations

pairs = [(1,2), '(81,82)‘,/‘ (109, 112), (156, 15Z),( (189,195)

— Proximity is expressed as the distance

proximity = [1}1,3,’1@

counting how often a proximity values occurs.
pbins = [3,0,1,0,0,1,0,0,0,0]

bins are weighted and summed up

weights = [89,55,34,21,13,8,5,3,2,1]
score proximity = ),; pbins[i] * weights[i]
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3.2.2 Term Frequencies and HTML Attributes

» Classical retrieval term frequencies regardless of where they occur
weight
to occurrences if the term is part of <h1>(b> o@
hyperlinks not only describe
the document but provide keywords for referenced
web pages short and concise

anchor texts with low relevance like “click here”, “back to start” or “follow me”.
plagued by spammers

weighting terms in (external)
anchor texts much more (what others say about you) ceiling the number of
occurrences

Google has
extended its scheme to describe documents better and to prevent spammers

— Describe the document with the key words and their tags
— Add keywords of anchor texts to the referenced document
— When creating the index, sum up the weighted occurrences to a single term score

Multimedia Retrieval — 2019 3.2.2 Term Frequencies and HTML Attributes Page 3-7













Consider a web page and a term “university”

UMVERSITAT BASEL

...<title> ... <ltitle>
.<h1> ... \/h1>
...<b> ... finiversity ...</8>
..<p> ... >
..<td> .. </td>
<>
...<h1> | </h1>
Website: <b> </b>
. <h1> </h1>

OCCurs

terms = [..(university, <title>,1),..(university, <hl>,2),..(university, <b>,10),
..(university, <p>,55),..(university, <td>, 2),..(university, link, 23)]

final score for a term

weights[tag =2 weight] = [<title> > 13, <hl> > 5, <p> > 1, link =2 55]
score[university] = Ztmmsthmnhmrﬁjymin(éggsterms[i,3]) * weights[terms[i,2]]

can now search for documents we have never seen (but only heard about)
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3.2.3 PageRank

« Assume we search with the key words “uni basel”. What would you expect to be at the top

— As a student of this course, you are obviously visiting the course page more often

— However, the average student (or the average web surfer) is more interested in the home page

— Looking only at key words is not sufficient
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PageRank was invented by Larry Page (one of the Goolge founders)
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— PageRank assigns an absolute ranking to all paém T

— Consider B and G

— Note that incoming links as a ranking measure is not very robust
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 PageRank is based on a random surfer model

— When on a page, the user can perform two actions: 1) with a probability a he follows a link, and
2) with a probability 1 — a he enters a random URL (from his or her bookmarks, or by search)

— For 1) user navigates by picking a random link (all links are equally probable)
— For 2) if a page has no outbound links (sink), the user picks a random URL
* We can interpret PageRank as a Markov chain

— To compute the probability 1) all incoming links, and 2) a
random switch to the page q — p denote that g contains a link to p L(q) be the
number of outgoing links from g N = |P|

< PR )
PR(p) | (Q) Vp € P

incoming link is weighted by.the-PageRank (aka importance)
PageRank is evenly distributed to all referenced pages
robust
favors older pages that are well connected

Multimedia Retrieval — 2019 Page 3-11
















« Evaluation implicit equation system that can be solved
iteratively r € R be the vector holding all PageRanks
links between pages with a matrix M € RV*V:

(1
—— ifp;=>pi
' Lz))
Mij $A 1IN — L
. N if p; has no outgoing links
(.0 otherwise
' 1-—a _ _ :
r= N 1+a-Mr with 1 being a column vector of length N with only ones
iterative process
1. Initialization: r©® = % a = 0.85 4 /
2. lteration:

. r(t+1) — 1;{_6! 1+ a- Mr(t)

«  stopif [r&*D —r®| <

Because of the sparse link matrix, the iteration converges rather quickly
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« Example from before

E
(37%)

B
(11%)
A
(7%)
(153/0)

D
(3%)

El (2%)

(21%) <J PageRank

— Discussion: E is still the center of the network but G and C are now more important than B

equally important

PageRank is an absolute measure for the importance of a page

for all queries

Terms and proximity are
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3.2.4 Further Improvements

» Google is using more than 200 criteria to compute the top results

 Hummingbird (2013): a series of changes themed on conversational queries and synonyms

— First major update since 2001
immersive mobile
experience ask entire questions
context of the sentence
synonyms to find more relevant keywords

— Rewards content pages over click baits

— Considers co-citations of web pages to boost popular pages in niche topics
consider keywords around anchor text to describe the referenced page

— Keeps users longer on Google pages by presenting integrated result tables.
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— Pigeon (2014): prefers local (to the user) search results
— Penguin (2012):/series of updates that penalize sites for not following rules

« Keyword spams
Sites-using.link.farms
Doorway pages

Page Layout Algorithm

Since 2012, 7 updates of Penguin were released

— Panda (2011): updates to lower the rank of low-quality or thin sites, especially content farms
e e

e

Thin content_
Duplica

Lack of trustworthiness

———

High ad to content ratio

Websites blocked by users
Panda affects t thg of an entire site penalty

remains until the next update of Panda If a site has removed the
dubious parts, the penalty is removed
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— (Caffeine (2010). improved the entire index englne more
continuous update process e

 Historically, Google crawled the web during 30 days -

» With Caffeine, the entire engine was overhauled
continuous update process
pages are not more frequently crawled but the updates become
visible more quickly

* Internally, the engine was switched from the MapReduce algorithm to BigTable
Caffeine operates on a 100 PB database

Knowledge Graph (2012)

» Collected from sources like the CIA World Factbook, Wikipedia, and J PR ?
similar sites. e
. . Leonardo da Vinci <
* Freebase (community managed content) was handed over into
Wikidata
« The newer Knowledge Vault uses artificial intelligence to derive 2;':5:;‘;3‘;i';fii(iii“i::':;i.se
data automatically from web content :ng;;cghg OOOOO S —————
- As of 2016, the knowledge graphs holds 70 billion facts

Quotes
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3.3 Link Analysis

— Authorities

— Hubs

common observation

two prototypes of web pages

Note that PageRank was only considering how likely a user would visit the page

Topic Search

* How can we recognize a good hub and a good authority?
— A hub is a web page with many links to authorities

— An authority is web page with many incoming links from hubs

— To be a good hub, it must link to good authorities on the topic. To be
a good authority, it must be linked by many good hubs on the topic.

— Note: “on the topic”

current topic of the query

Hub

Authority
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3.3.1 Hyperlink-Induced Topic Search (HITS)

» Jon Kleinberg developed the HITS algorith

metrics for a web page p:
- h(p) denotes the hub value of the page p
- a(p) denotes the authority value of page p
only interested in a single topic

1. For‘a query / topic Q determine the top results
root set

2. Extend the root set with a) web pages that link to a page in the root
set, and b) pages that are referenced by a page in the root set

« In practice, we need to execute several searches and downloads

basej

Multimedia Retrieval — 2019 3.3.1 Hyperlink-Induced Topic Search (HITS)

Page 3-18
















notation p — g to denote that p contains a link to g
base set [P contains N pages

R+ (p) = Z a(ﬂy
pP—q

«  Normalize a(p) and h(p) such that: Z at+tV(p)? = Z hE+tD(p)2 =1
P P

1. Initialization: h©@(p) = a®@(p) =,/1/N VpeP
2. lteration:

« Upd

D) = ) ()

q-p

+  Stopif ¥,|a™(p) —aP )|+ X,|h V() —hP(p)| < €
* Once computed, we can return the top hubs and the top authorities

« We can rewrite the equations in matrix notation
construct adjacency matrix A from the graph

A = 1 if Di = D;
/|10 otherwise

The rows of A contain all outgoing links columns contain all incoming links

h(t+1) = Aa(t)

a(t+1) — ATh(t)

Multimedia Retrieval — 2019 3.3.1 Hyperlink-Induced Topic Search (HITS) Page 3-19



















« Example: consider the following graph

Adjacency Matrix

E g\ ENDEDEEED | e
NERER 1 60%
A :b'l (B | 1 1
D
| D | 1 69%
1 31%
B G 11 1 46%
\ 11 54%
C 1 11 (? 40%
A is the best hub ' links to the best authorities D, G, and E
not always clear whether a page is a hub or an authority
in contrast to PageRank, the hub and authority values of
pages change with different queries / topics. - —_
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3.3.2 Extensions of HITS (Henzinger, 1998)

* The HITS algorithm suffers from three fundamental problems:
domain

2. CAutomatically established fin
3. Queries such a "jaguar car" tend favor the more frequent term

* The first improvement addresses domains

— Assume that k pages g; in a domain link a page p weigh the hub values

with aw(q;,p) = %

— Similarly, assume that a page p links to [ pages g; in the
same domain weigh the authority values

1/3
with hw(p, q;) = % h
I 1/3

@) = Y aw(qp)-hO@  hEOE) = ) hwp,)-a®(@)

q-p p—q
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« The second improvement penalties for pages following
topic tf = idf sgheme is
chosen
— We construct g reference document C

— Compute a similarity value s(p) for page p using the tf * idf vectors of p and the reference
cp
llll-lipll
mina

document C, i.e /5(p) =

ages p with s(p) <t

— Use the similarity values s(p) to adjust

at*V(p) = Z aw(q, pf - s(q) - pD(q) R+ (p) = Z hw(p, q a®(q)

q-Dp pP—q

« This extension has resulted in a 45% improvement over the original HITS algorithm.
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3.3.3 SALSA Algorithm
* The Stochastic Approach for Link Structure Analysis

Markov chain two steps in the network, and not an infinite walk
only considers a base set of pages

« SALSA bipartite graph with pages having a double identity

— To compute authority values Starting

from a page p backward to all hubs that link to p forward to all pages
reachable from these hubs

random walk with two steps use the
probability of arriving at g as fraction of authority passed from p to q
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« Example: consider the example before

passed to C

— We first walk backwards to all hubs that link to A

— Walking forward: 1) From B

A, BandC
A to C with a 16.7%

A and C
A to C with a 25%

33.3%

authority value of Ais

2) From D

— Summing up, the two paths yield a 41.7% chance to get from Ato C

We start at authority A

A A )
B il I —
C C
D D

hubs authorities

We move back to hubs of A

hubs

authorities

We move forward to
reachable authorities

A gﬂ’ A
B B
— /
C C
D_ ( D
33/,
hubs authorities

hubs B and D each with a 50%

Portion of the
authority
value passed
from A
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« Similarly, we can compute hub values

« Example: consider the same example as before hub value of

D is passed to B

— We first walk forwards to all authorities linked by D authorities A, B and C each
with a 33%

— Walking backwards: 1) hubs B and D link to A 50%

D to B with a 16.7% 2) hubs A, Cand D

link to B 33% no pathto B 3) hubs A, B
and D linkto C 33% D to B with
all.l%

— Summing up, the two paths yield a 27.8% chance to get from D to B

We move forward to all We move backward to all
We startat hub D authorities linked by D reachable hubs

A A A /4 A 22.2%| A A

B B C B / B t 27.8%| B B

C C C / C 11.1%| C C
N Portion of the

D D D D hub value 38.9%| D D
passed from D

hubs authorities hubs authorities hubs authorities
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A be the authority-matrix

and H be the hub-matrix Lin(0) number of incoming links
Loyt (0) number of outgoing links
1 1 1 1
5 H.. = :
_ Z _Lin(pi) Loue(@) /" " Z ' Loue(Pi) Lin(q)
q:q—pi ANq—pj api~q Apj—q

1. Initialization: h{” =al® =1/N vii1<i<N
2. lterati

at+) = Aq®

RE+D = gR®
O + 0 - O <

» A variant of the SALSA algorithm is used ;t Twitter to recommend “whom to follow” )

Multimedia Retrieval — 2019 3.3.3 SALSA Algorithm Page 3-26
















3.3.4 Co-citations and Similar Pages

Alexas ,,What‘s Related* identify similar or related documents
Ford Motor
Honda, GM, VW, Nissan

— Surf History/Bookmarks Analysis

— Co-citations
— Deduce relationships from link structure

 Alexa Toolbars observe surfers

* In the following, we look at the other two methods in more details:
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« Co-Citations consider web graph count how often two pages are linked together

Determine at most k parent pages a; of starting page p

Extract for each parent page a; at most [ links to pages g; that are in the proximity of the link to p

Count how often a page q; is obtained by step 2

If we found less than 15 pages g; with at least 2 co-citations with p then reduce URL of p and start again.
Related pages g; to p are the ones with most co-citations

Al A o

— Note that not all links are extracted b do-citations

appear close to the starting page p , @

— The figure on the right hand

N L
@ co-citations
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« Another co-citation method companion
algorithm

1. Build a neighborhood graph around page p as follows:
* add starting page p to graph
* add at most k parent pages q; that link to p, and for each page a;, add at most [ links to child
pages (around the link to p)
- add at most m child pages ¢; linked by p, and for each page ¢;, add at most n parent pages that
have a link to ¢;
« add edges between nodes based on the links in the web

2. Merge duplicates and near-duplicates
« Two documents are near-duplicates if they contain more than 10 links and 95% of their links are

the same (occur in both documents)

3. Assign weights to edges in graph based on domain linked
« Assume that k pages q; in a domain link a page p, then we weight the edges with aw(q;,p) =

~lRPrx| -

« Assume that a page p links to k pages g; in a domain, then we weight edges with hw(p, q;) =

4. Compute hub and authority values for all nodes in the graph with the following iteration

at*V(p) = Z aw(q,p) - h®(q) R (p) = 2 hw(p, q) - a®(q)

q-p p—q

5. The pages g; with the highest authority values are the related pages to p.
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« SimRank defines a similarity scoreZa(p, q) i)etween two pages p and g

mand g are similar if they are linked by pages p is maximal similar
with itself

— Let L;,,(p) denote the number of incoming links to page p.

1 if p=gq

a(p,q)
Q Lin(p) - Lm(q) ;;a(a ,b) otherwise

with C a decay factor, for instance C = 0.8.

— We can compute the similarity values

e 1ifp=gq
. 0 =
1. Initialization: ¢ (p,q) {0 if p# g Vp,q € P
2. lteration:
1 if p=gq
C
« Update: oV(p,q) = z z c®(a,b) otherwise
m(p) Lm(‘]) a—p b—>q

- Stopif Zp’q|a(t+1) (»,q) — D (p, Q| <e

3. Return pages g; with highest similarity o(p, q;)
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