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2.1 Overview and Motivation

retrieving information remains a challenging problem despite the impressive
advances in computer science

» Typical types of information retrieval:
— Database: Queries refer to the structure of the
data and define constraints

SELECT * FROM * WHERE * 11%

Boolean Systems:
can decide whether an entry is relevant or not

while scanning the data, we

— Retrieval System with Ranking:

determine how relevant a
document is for the user (in his given context) given the query.
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— Vague Queries against Database:

Vague queries are best executed with “fuzzy” retrieval models
with a cost function that needs to be optimized (to satisfy the user's demand as far as possible)

— Natural Language Processing (NLP)

» “Find bolts made of steel with a radius of 2.5 mm, a length of 10 cm implementing DIN 4711.
The bolts should have a polished surface and can be used within an electronic engine.”

keywords refer to constraints and to a context

— Web Retrieval:
faced with spamming, bad quality,
aggressive advertisements, fraud, malware, and click baits
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— Multimedia Content:

semantic gap when searching for multimedia
content

— Heterogeneous, Distributed, Autonomous Information Sources:

may hold the answer to a
part of the query and only the combination of all parts yields the best results
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 The Retrieval Problem

Given
- N text documents D = (D, ..., Dy) and the Query Q of the user
Problem

— find ranked list of documents which match the query well; ranking with
respect to relevance of document to the query

« We will consider the following parts of the problem in this chapter:
— Meta data extraction
— Feature extraction
— Retrieval model
— Index structures
— Ranking of retrieved documents

 We also look at a concrete implementation open source project
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2.2 Metadata

descriptors for documents same as  user queries

other media types not that simple

— The semantic gap is the difference between information extractable
and interpretation by a person
semantic gap depends on person

Whatgre the characterigflc patterns
thaylet a machine that
this is the gpalentor?

\/
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« The same gap applies to audio files

* Humans interpret signal information in several steps:
1. Perception

* The eye concept of color is
interpretation of brain

* The ear wave lengths
no longer physical quantities
2. Generic Semantic Inference perception and semantic
information
3. Specific Semantic Inference  with knowledge experience cultural conditioning beliefs
depends on individual experience and knowledge

 To close the semantic gap machine must address each of the three levels
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* A retrieval system must mimic the human’s
interpretation

— The raw media mapped to low-level descriptors

Raw Media

-

— Object recognition Descriptors

-

— Object labeling Obiect
jects

(segmentation)

-

— Semantics from additional context

Object Labels
(segmentation)

-

* Again, the same applies to audio and vi

Wolf on Road with Snow on
Roadsida.i mite

ational Park, Califor
Jan 24, 2004

Semantics
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« We distinguish
— Low level features

Humming

two feature types
raw signal information describe perception

Query by Example, Query by Sketch, or Query by

semantic gap closed with regard to perception

— High level features

generic, specific, and abstract semantic meaning
object, spatial, temporal event/activity
related concepts/objects, abstract concepts, and context

Object Facet

Generic Object
adl1CE

Generic Object Class mausoleum, tomb, dome,
— —_— minaret

Value

building, water, sky

Specific Named Object UNESCO World Heritage
Cless Site (since 1983)

Specific Named Object  Taj Mahal
Instance

C —
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— Taj Mahal (contd)

Spatial Facet Value Temporal Facet

Generic Location @ Generic Time summer, daytime
« -~ P — —

Specific Location India, Uttar Pradesh, Agra Specific Time 2006 (photo taken)
Hierarchy — - -~
~ "™

Generic Event/Activity tourism, attraction \ Topic Indian Architecture
Specific Event Instance  International World Heritage Related Concepts / Shah Jehan, Mumtaz Mahal,
° Expert Meeting on Visual Objects Islam

Integrity in 2006 _

Abstract Concept love, death, devotion,

— Context built in memory of his
favorite wife Mumtaz
Mahal, by Shah Jehan;

completed 164
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to close the semantic gap need to extract descriptors at different levels

Context

Abstract Concept

Related Concepts / Objects

. high-level
Event / Activity Facet 5 e

=

Temporal Facet g I e

. 2] 8

Spatial Facet < I -"&—,-)

I o

Object Facet @

Meta Data Perceptual Features

low-level
features

Raw Signal Information
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2.2.1 Metadata Extraction

* There is a simple way to close semantic gap annotate
low-level feature

terms denote

meta data is

» However, it costs about $50 to $100 to annotate an image

« We can divide meta data roughly into two groups
Technical Metadata

Administrative Data

Media Properties

Creation Information

with keywords

higher level features

Subject Metadata

Title, Captions

Descriptions

Relations
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many standards for metadata

semantic web initiatives

name=%“description” content=“text”>

Coame —— Jocontent

description
keywords
abstract
author
contact
copyright
dc.language

dc.source

dc.creator

short description of web page
keywords associate with page
short narrative of content
author of this page

contact person for this page
name of owner

language of page (e.g., using RFC1766 and
ISO 639)

reference to page from which this page is
derived

creator information for page

...12 more Dublin core tags and even more DCMI tags possible

RDF, Dublin Core, Dublin Core Metadata

<meta
further meta data
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* In the context of multimedia content

embedding

further sources for meta data

— Link information (example: img-tag and a-tag)

o 3B alhttp:ﬂm-\pw.NiceF'ic.cum

o s TR Bl

links and

‘ icture of whitm

* The alt-attribute in the img-tag

- Hypertexts annotate

— A good source

source for

referenced image

The Great White shark & oy

caption

keywords at different semantic levels

surrounding area

Art & Collections\
Qwer 1500 pictures and descriptions of the

" maost famous museum in the world : discover

.ﬁ‘ the Louvre on line with its 350 rooms. Y ou will

R also find the history, the access, admission

charges, practical mformat\M

Carrousel's Stores
the most luxurious mall in Europe next to the  [HE e

Louvre Museum. B0 shops and 12 restaurants |4
are presented with mare than 300 pictures and g
menus for restaurants including practical
infarrnation.

Paris Virtual Guide

All around the Louvre, Paris - City of Lights

B Discover the most beautiful city of the waorld
with its shopping streets, monuments, parks,
and activities. Thousands of pictures, haute
couture, parisian activities, this is the world's
largest guide about Paris

image 1

image 2

image 3
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» Extracting information (basics)
— The meta information

— The window around embedding

<HTML><HEAD>
<TITLE>Linux is cool.</TITLE>
</HEAD>
<BODY BACKGROUND="./images/paperll.jpg">
<CENTER><HI>LINUX</H1>
<P>
<IMG SRC="./images/tux.gif"
ALT="picture the penguin from linux">
<EM>This penguin, Tux, is the
official mascot of Linux.</EM></CENTER>

annotations

alt-attribupyé
title

picture the penguin from linux

Linux is cool.

<H2>MY &nbsp; FEELINGS&nbsp; ABOUT&nbsp; LINUX</H2> ni LINUX
I'll tell you, Linux has to be, : _ . -
<P> em This penguin, Tux, is the official

mascot of Linux.

LINUX This penguin, Tux, is the
Qfficial mascot of Linux. MY
INGS ABOUT LINUX

<H2>MY INVOLVEMENT&nbsp;WITH&nbsp; LINUX</H2>
text

</BODY>/HTML>
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‘
Indian government sidelines Taj Mahal for its
Islamic past

Published

M#S Wheelchair World

v

first-half performance

Hrm‘r than last year

the face of death

NEWJDELHI: The government of the =t TO\ARTICLEY
Indiak state of Uttar Pradesh (UP) has
comdjunder fire for omitting the Taj ¥§j Mahal a pmb, not a
MahaYfrom its annual tourism brochure, : Hi"}‘]‘“ lt;"‘Pl ;
5 Archaeologg Nrvey o

" . Oct. ’ “
4 ‘ onOck? India tells t
The ning white marble mausoleum,

il

commissioned by Mughal Emperor Shah
Jahan for his wife Mumtaz Mahal, is
widely considered one of the seven g o i
: dy fl " dand y : % Taj Mahal ‘not a Hindu
wonders of the world and attracts N l, temple’
millions of visitors annually. But the
Bharatiya Janata Party (BJP) — the
country's largest political party, which leads the UP government under Hindu nationalist

Chief Minister Yogi Adityanath — has stated that “the Taj Mahal and other minarets do not
reflect Indian culture.”

Taj Mahal minaret’s
pinnacle falls off

The 32-page booklet recently released by the UP Ministry of Tourism neglects to mention
the UNESCO World Heritage Site at all, instead giving prominence to sites of significance to

Contains many of the
keywords as we discussed
earlier in this chapter

{ *{0[ plot

Formula One: Hamilton
1 ses in on toullh world

Trump implements

man’s secession

The new dilemma for
Google and Facebook

— Fra

How to end Africa’s
poverty and hunger

Visual boundary between
the two columns

atest News

"All Mnners’ at inaugural

Chastened Deutsche Bank
plots more moderate course

Emirates airline chief says

Book Review: A journey in

'mtm 2of ()h'nm s

determination is\gother

« An alternative approach visual closeness

— Instead

proximity in
visual layout of the page

— Implementation
Render page and define core blocks

Compute distances between blocks
and embedded object

» Add penalties if
delimiter between blocks

Define neighborhood and add  blocks
0 intersecting with neighborhood
N

Summarize descriptions with bag-of-words
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« A more targeted approach is
standardized and categorized

music and videos

MusicBrainz.org
— Example
LyricWiki

— Both IMDb and TMDb

Release group by Lady Gaga

cﬂ ‘f‘} g‘?a
Aliases Tags Details Edit PAPARA%'“M'XES

Wikipedia

"Paparazzi" is a song by American singer-songwriter Lady Gaga from her debut studio album,
The Fame (2008). It was released as the fifth and final single by Interscope Records. Gaga wrote
and produced the song with Rob Fusari. The song portrays Gaga's struggles in her quest for fame,
as well as balancing success and love. Musically, it is an uptempo techno-pop and dance-pop song
whose lyrics describe a stalker following somebody to grab attention and fame.

Show more...

Release group information
Continue reading at Wikipedia... Wikipedia content provided under the terms of the Creative Commons BY-SA Artist:
license : Lady

Type: Single
Single Rating
Ahhk tings
Release Format Tracks Date Country Label Catalog# Barcode N e et
official Tags
remix
Paparazzi  pofal 2 2009-07-02 SEGB
ecia Exte inks
Digital 2
Paparazzi 9.2 5 2009-07-05 SEGB € Discogs
Paparazzi  CD 2 2009-07-06 EEGB 602527121178 Wil Q1025916
Paparazzi: S Editing
Digital e Editing
The Media. 4 2009-09-08 = ys » Logiln to e
Remixes
Paparazzi: - e
The Dightal’ .5 2000-09-20 WHyg ~[Interscope 0602527224169
Remixes,  Media

Records
Part Deux

cD

2009-10-13 =5 602527217901
Remixes

Promotion

“scrape” information on media objects

lyrics

if

We are the crowd

We're c-comin' out

Got my flash on, it's true
Need that picture of you
It's so magical

We'd be so fantastico

Leather and jeans

Ready for those flashing lights
'Cause you know that baby, |

I'm your biggest fan

I'll follow you until you love me
Papa-paparazzi (ya-ha)

Baby, there's no other superstar
You know that I'll be

Your papa-paparazzi (ya-ha)

highly
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* Discussion: challenges around meta data Cory Doctorow
seven insurmountable obstacles

People lie

People are lazy

eople are stupid

— Mission impossible—know thyself

— Schemas aren’t neutral
— Metrics influence results
— There’s more than one way to describe something

—

* Do we ignore meta data, then? no but need to be careful

— Observational meta data

— Need to take trustworthiness into account
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2.3 Feature Extraction

Offline « Text retrieval encompasses two modes:
— an offline mode

Al 11 01 V. i

T &

— an online mode,

extract features

support fast retrieval

offline mode:
a) We add a new document

b) Each extract
doclID = features and update search indexes
dog —» c) We describe
cat—  worC _ content and analyze & reason
home — word 2, word 27 (d) Index

d) We pass features to an index
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online mode

query analyzed similarly

to documents

retrieval
IS a comparison at the feature level

features of the query are close

offline mode:
1) User enters a query

2) We extract features

3) We use guery features to search

4) We rank the documents

rqsult

»| ,Dogs at home*

transformatio

@

que

relevance ranking
sim(Q,docl) =.2
sim(Q,doc4) = .4 <
sim(Q,docl10) = .6

retrieval

\

Q= {dog,

dogs,
hound,
home}

®

inglex

cat > docl0

fhverted file: 00 X\

dog —» doc3,doc4,docl10

home — docl,doc7,doc10

e ——

/

Multimedia Retrieval — 2020

2.3 Feature Extraction

Page 2-20

























do not search through documents with string operations

» Feature extraction comprises of several steps

Cleanse document and reduce to sequence of characters

Create tokens from sequence

Tag token stream with additional information

Lemmatization, spell checking, and linguistic transformation (transformation to terms)
Summarize to feature vector (given a vocabulary)

g wbhPE
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Example of Feature Extraction

PART L.

Chapter 1.

HTML

In the year 1878 | took my degree of
Doctor of Medicine of the University of
London, and proceeded to Netley to go
through the course prescribed for
surgeons in the army. Having completed
my studies there, | was duly attached to

(YEAR, 10)
(MEDICINE, 20)
(HOLMES, 203)
(SURGEON, 20)
(LONDON, 109)
(ATTACH, 80)
(UNIVERSITY, 53
(DULY, 200)
(FIFTH, 19)
(NETLEY
(WATSON,107)
(DOCTOR, 83)
PRESCRIBE, 17)
(NORTHUMBERLAND, 1)

==>

Fifth Northumberland Fusiliers as
Assis Surgeon. The regiment was
stationed

had broken qut. On landing at Bombay,
| learned tha} my corps had advanced
through the gasses, and was already
deep in the effemy's country. | ...

tokenize

i India at the time, and —
| could join\it, the second an war

ummarize

vocabulary

{FHE.2.<DT>) (YEAR,3,<NN>)
(1878 4,<CD>) {;5,<PRP>) (TAKE,6,<VBD>)
{MY-7.<PRP$>) (DEGREE,8,<NN>) {OF;9,<IN>)
(DOCTOR,10,<NNP>) {OF11;<IN>)
(MEDICINE,12,<NNP>) {OF13.
{FHE 14.<DT>) (UNIVERSITY,15,<NNP>)
{OF16,<IN>) (LONDON,17,<TOWN>) {,-18,<>)
{AND;19,<CC>) (PROCEED,20,<VBD>)
{F0,21,<F0>) (NETLEY, 22, 90NP

(FO,23,<TO>) (GO,24,<VB>)
(THROUGH, 25,<IN>) o™
(COURSE, 27,<NN>) (PRESCRIBE, 28,<VBD>)
(FOR;29.<IN>) (SURGEON,30,<NNS>)

lemmatize

(IN,1) (THE,2) (YEAR,3) (1878,4) (1,5) (TOOK,6)
(MY,7) (DEGREE,8) (OF,9) (DOCTOR,10)
(OF,11) (MEDICINE,12) (OF,13) (THE,14)
(UNIVERSITY, 15) (OF,16) (LONDON,17) (*,,18)
(AND,19) (PROCEEDED,?20) (TO,21)
(NETLEY,22) (TO,23) (GO,24) (THROUGH, 25)
(THE,26) (COURSE,27) (PRESCRIBED,28)
(FOR,29) (SURGEONS,30) (IN,31) (THE,32)
,33) (‘.’,34) (HAVING, 35)
(COMPLPSRED,36) (MY,37) (STUDIES, 38)
(THERE,39) IN40) (1,41) (WAS,42) (DULY,43)
(ATTACHED,44)\J0,45) (THE, 46) (FIFTH,47)
(NORTHUMBERLAND,48) (FUSILIERS,49)
(AS,50) (ASSISTANNG1) (SURGEON,52) ...

(IN,1,<IN>) (THE,2,<DT>)[{YEAR,3,<NN>)
(1878,4,<CD>) (1,5,<PRP§) (TOOK,6,<VBD>)
(MY,7,<PRP$>) (DEGRJE,8,<NN>) (OF,9,<IN>)
(DOCTOR,10,<NNP>/OF,11,<IN>)
(MEDICINE,12,<NN#>) (OF,13,<IN>)
IVERSITY,15,<NNP>)
LONDON,17,<NNP>) (‘,’,18,<,>)
,<CC>) (PROCEEDED,20,<VBD>)
(TO,21,<TO>) (NETLEY,22,<NNP>)
(TO,23,<TO>) (GO,24,<VB>)
(THROUGH,25,<IN>) (THE,26,<DT>)
(COURSE,27,<NN>) (PRESCRIBED,28,<VBD>)
(FOR,29,<IN>) (SURGEONS,30,<NNS>)
(IN,31,<IN>) (THE,32,<DT>) ...

Part of (next) Chapter “Advanced Text Retrieval”
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2.3.1 Step 1: Cleanse Document (with the example of HTML)

» Text documents come in various formats

* Let uslook at a simple example in HTML

eads N Header:

~Title> MMIR - SSO1 </title> Contains meta-information ab_out
N the document. We can use this

a name=, keywords"“
content=,multimedia, information,
retrieval, course™“>
</head> /

Body:
/ Contains the main content

enriched with markups. The flow
of the document is not always
obvious and may look different on
screen than in the file

~ information both for adding
relevant features as well as
cataloguing the document.

</body>
</html>
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* Meta data:
f-—\URI of page

ttp://www-dbs.ethz.ch/~mmir/ " )
— Title of docummert

<tit¥e>Multimedia Retrieval - Homep@title>
— Meta information in header Section

<meta name=“keywords” content=“"MMIR, information,retrieval,”>
\\5-—_—~\ <meta name=“description” content=“"This will change your life..”>
 Body Text:

the page must not necessarily follow the order in the HTML file

flow on

— Headlines: 2. Information Retrieval </hl>
— Emphasjized-<h>Please read carefully!</b>
or <i @ Retrieval</i>
 Encoding:

— Transformation to Unicode, ASCII or other character set
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describe the referenced-de

To,. 10 Investment Banks in the World 2015 list

nk  .ank Name F. unded  Headquarter Revenue

Us$28.81 billion

Goldman Sachs 200 West Street, New York, New York, U.S.

Morgan Staniey Morgan Stanley Building, New York City, New York, U.S.  US$ 32.40 bilion

J.P. Morgan & Co. 270 Park Avenue, Manhattan, New York, New York, US.  US$ 97 23 5

Credit Suisse Paradeplatz 8 Zurich, Switzerland US$ 27.05 Billio

Bank of America

lerill

Bank of America Tower, New US$ 94.42 billion

Web pages contain links. How do we handle them best?

& UBS

\ \iﬁm wisely for
- iIrement

Lynch

Barclays Capital US $ 50.2 billion

Citigroup Park Avefue, Manhattan, New York City, New York, |US$
78.35 billion
US §42.99
"
e
J@ 1852 Bahnhofstrasse 45 Ziirich, Switzerland US$ 29.58 billion
4 ———
'-\ - '“1 1854 San Francisco, Calfornia, U.S US §86.08
billion
~Valfa
Embeddetebjects (image, plug-insy-

<IMG SRC=, img/MeAndMyCar
ALT="picture of me

Links to external references:
<a href= h##p’//anywhpr@

3 mh\ ream trip worth 15,000 CHF
\”

- Jpeg"
in front of my car">

.in.the.net/important.html™“>

ead this importanfy noted</a>

Approach:

effectiveness of approach

bedding and the linked document

when considering click baits
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2.3.2 Step 2-4. Create Tokens

* In this chapter, we merge the steps 2-4

« For the remainder of this chapter, we use these tokens directly as terms

N

/(the year 1878 | took my degr
Doctor of Megie+ he Up#®rsity of

London, and proceede etley to go
through the prescribed for
surgeons in the army. Having completed
my studies there, | was duly attached to
the Fifth Northumberland Fusiliers as
Assistant Surgeon. The regiment was
stationed in India at the time, and before
| could join it, the second Afghan war
had broken out. On landing at Bombay,
| learned that my corps had advanced

through the passes, and was alread

deep in the enemy's country. | ...

tokenize

N,1) (THE,2) (YEAR,3) (1878,4) (1,5) (TOOK,6)
EGREE,8) (OF,9) (DOCTOR, 10)

(UNIVERSITY ™Nga(OF,16) (LONDON,17) (‘,’,18)
DE TO,21)
(NETLEY,22) (TO,23) (GO,24) (THROUGH, 25)
(THE,26) (COURSE,27) (PRESCRIBED,28)
(FOR,29) (SURGEONS,30) (IN,31) (THE,32)
(ARMY,3 4) (HAVING,35)
(COMPLE™1,36) (MY,37) (STUDIES, 38)
(THERE,39) (,,40) (1,41) (WAS,42) (DULY,43)
(ATTACHED,44) (TO,45) (THE,46) (FIFTH,47)
(NORTHUMBERLAND,48) (FUSILIERS,49)
(AS,50) (ASSISTANT,51) (SURGEON,52) ...
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2.3.3 Step 5: Summarize to Feature Vectors

Vocabulary: low many different terms does a collection of documents contain?
about the square root of the

number of tokens in the entire collection
how can we find the most important ones?

normalize terms
ear-stems)or real stems of the words.

Jjerm
eliminate terms that

* Wwe can treat a synset as one term or each

do not help much

stop words

i me my myself\we our ours ourselves you your yours yourself yourselves he him his himself she her hers herself it ><
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— Stop word elimination is very common but bears some risks

» Stephen King wrote a book “It’
- If we write IT we actuany mean information technology

« What do you get if you search the web for it'?
— The other extreme case are seldom terms

(_endoplasmic reticulu@ls it worth to index this bigram?

spelling mistak@]ey, Britni, Bridney, Britnei
blows up our vocabulary (consider

all spelling mistakes ever done by any person!)
all of the names given before do also exist
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— A pragmatic approach Zipf’'s law N total
number of term occurrences M number of distinct terms
term frequency tf (t)
decreasing term frequencies rank(t)

probability p,- of randomly
selecting the term t with rank(t) = r

/// //}for the term t with rank(t) = r. c is a constant depending only on M

\

— —

same constant value c - N if we multiply the rank of a term with
its term frequency

With this we get a S|mple lookup table for c\glven the number M of dlstlnct terms:

N\ N

10°000
0.10
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— The right hand figure shows the Zipf / //%\ /50
distribution ] // 2/ 3 )
g\ LA 3V
i /// discriminating powﬁ i \
AN %
LN _

HlocooocosGtococcacannooss

idea was to define the !
cut-off thresholds and eliminate the A o L
words outside the indicated range ' ~on

S i / . o N —— //i\
N\ /IZ—\ Significant words —»; %
. . oo . —
typical approach is to e, o

eliminate only stop words or keep all terms

express how well a term can distinguish between relevant and
non-relevant documents

best terms are those, that divide documents clearly
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— Discrimination power inverse document
frequency to define weights

)l og(N + 1) —log(df(t) + 1)

N weight of a term both in the document description
as weII as in the ¢ query descrlptlon estlmate 1 dlscrlmlnatlon power by

/

\“\

« Terms with low document frequencies

discrimination power is low

* On the right side, the terms with high document
frequency

« The terms around df = 100 = 0.1 - N have @w
the hlgheSt diSCI‘imination power. document frequency df

Multimedia Retrieval — 2020 2.3.3 Step 5: Summarize to Feature Vectors Page 2-31















































































— The discrimination method
measure how much a term is able to discriminate the document collection

Let 0 < sim(D;,D;) < 1 denote  similarity between two documents

* In a collection with N documents, compute the centroid document C

! Y s P Y
N [ 4
1 v
tf(C.t)=—- ) tf(Dyt;) forvjil<j<M ~ =
] N ; ?6
+ We define the density of the collection Eminfi Vs '
L/
—J

<Q=i@9i@> \ 7

\
* Now assume we remove the tfrm t from tl\'{e C
7 N A X
dp(®) —?) /

N B

»
=

L) T

~

AN
Multimedia Retrieval — 2020 2.3.3 Step 5: Summarize to Feature Vectors Page 2-32














































































































































































































































































































































,,,,,//iﬁtfxthe discrimination value is large

U L term t differentiates the collection
and is hence & srgnlflcant term if dp(t) is negative
| \ ///

N

/ term is Ilkely “spamming’;\\\‘th\;e collection and has a (very) negative

i’i‘n p aCt [‘\1 . ,,”7—:—,—,—,:—,::—::;/ ///////’"/
e we select the most useful terms by ordering them by their decreasing dp(t)-values
~Onee.the vocabulary is fixed describe documents D by feature value d;. The set-of '
words’ model considers whether a term is presentand

dlsregards order of terms, number. oLoecurreﬁces -and proximity between terms

// :\r
4

J1 tf(Dl,gL) > 0
tf@l,t J= 0\

The bag-of-of words model Is the more common representation and differs from the set-of-words
by keepmg multiplicity of terms The representatlon Is a feature vector over term frequencies

(d);e{01}, d;;= or d; ={t;|tf(Dyt;) > 0}
—

N

dij €NY,  di of (Dut) g/
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2.4 Text Retrieval Models

* In the following sections, we consider different retrieval models

Value Range Description

D {D,, ..., Dy} Collection of N documents

J/ D; \ Representation of a documentwith 1 <i < N

T {ty, ..., ty} Collection of M terms

(“ t Representation of atermwith 1 < j < M

\“‘g’ d; (0,1}, NM, or RM Feature description of document D; with the j-the dimension describing document
/ with regard to term t;
H A {k’l}MXN’ NM*N or RN Term-document matrix vyith aj; = tf(D;, t;), that is_ rows denote terms and columns

denote documents. For instance, the i-th columnis a.; = d;.
tf(Dl-, tj) N Term frequency of term ¢; in document D;, i.e., number of occurrences of term ¢; in

‘ document D;

| df(tj) N Document frequency of term ¢; in the collection I, i.e., number of documents in D
| that contain term ¢; at least once

| df () R Inverse document frequency of term ¢; given by
\ idf (t;) =log(N + 1) — log(df(t;) + 1)

Representation of a query

(0,1}, NM, or RM Feature description of query Q with the j-the dimension describing query with regard
to term ¢;
[0,1] Similarity between query Q and document D;. 0 means dissimilar, 1 means identical
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2.4.1 Standard Boolean Model

 The standard Boolean model is the classical text retrieval

« As the names suggests, the model operates on Boolean logic over sets of terms

e Q=t Term t must be present

e Q=+t Term t must not be present

* Q=0Q,V0, Sub-query g, or sub-query g, fullfilled
c Q=0,N0, Both sub-query g; and g, fullfilled

« To evaluate such queries, we can transform them into their disjunctive normal form

K
Arl’k
=1 \k=1

L
Q = (T1,1 N A Tl:Kl) V-V (TL,I VAREEWAY TL,KL) = \/

With 7, = tjk) OF Tie = i) (j(1,k) is mapping to the index of the term used in the query)

« For each atomic part 7, ;, we can compute the set S, , of documents that contain or do not contain
the term:

_ {Di 1tf(Di, tja) =1} if 1 =t
b {D; 1 tf (Di, tjupy) =0} if 715 = iy
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« The final result Q is then a combination of intersections and unions

{D | tf(Dl,t i(, k)) = 0} if Tk = =t j(Lk)

S _LLJﬁ {D |tf(Dut(lk))—1} Ilek_t(lk)
Lk —

« Advantages: simple model simple to implement
intuitive for users
inverted lists provides a very efficient way to compute
Boolean expression
provides  accurate way to define what relevance means.

« Disadvantages: no (intuitive) control over the size of retrieved documents
lack of ranking requires the user to
browse users
may find it hard to express a complex information need
stop words contribute equally to the result as the more significant
terms
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2.4.2 Extended Boolean Model

« The lack of ranking is a huge handicap extended versions of
the Boolean
algebra is still

Boolean but evaluations return a similarity value

A document D; is represented as a vector d; with normalized term frequencies:

— <1’ tf (D t;) - idf(tj)>
a

d Vj:1<j<M with @ = max (tf(Di, t;) - idf(tj)) (or some other value)

L,j

guery Q follows the same structure

K

L
Q = (Tl,l A A Tl:Kl) V-V (TL,l A A TL,KL) - \/ /\Tl’k

=1 \ k=1

With 7, = tjk) OF Tie = i) (j(I,k) is mapping to the index of the term used in the query)

- For each atomic part 7, , we can compute the similarity value sim(Q = t;, D;) for a document D;:

dijary  FTe =tk

sim(Q = Ty, D) = 1=dijary T =tk
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» There are several variants that calculate the AND and OR operators.
— Fuzzy Algebraic: (only works for two operands)

sim(Qq A Q,, D;) = sim(Q4, D;) - sim(Q,, D;)
sim(Q V Q;, D;) = sim(Q4, D;) + sim(Qy, D;) — sim(Q4, D;) - sim(Q3, D;)

— Fuzzy Set: (generalization to K sub-queries is straight forward)

sim(Qq A Q,, D;) = min{sim(Q, D;), sim(Q,, D;)}
sim(Q, V Q,, D;) = max{sim(Q4, D;), sim(Q,, D;)}

— Soft Boolean Operator: (generalization to K sub-queries is straight forward)

sim(Q, A Q,,D;) = (1 — @) - min{sim(Q4, D;), sim(Q,, D;)} + a - max{sim(Q4, D;),sim(Q,,D;)} 0<a <0.5
sim(Qy V Q2, D;) = (1 — B) - min{sim(Q4, D;), sim(Qz, D;)} + B - max{sim(Qy, D;),sim(Q2, D)} 05<p<1

— Paice-Model: order the sub-queries in increasing order of their similarity values for AND
operator, and order the sub-queries in decreasing order of their similarity values for OR. ris a
constant coefficient:

K K k=1, i

1T - sim(Qy, D; _

sim (/\ Qk,Dl-> = k=1 — rk_EQk 2 with Vk,1 < k < K:sim(Qy, D;) < sim(Qy+1,D;)
k=1 k=1

K K k-1,
4T - sim(Q,,, D; _
sim (\/ Qk,Di> = Li=1 e k_EQk 2 with Vk,1 < k < K:sim(Qy, D;) = sim(Qy+1, D;)
k=1 k=1
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— P-Norm-Model:

K P e )P
sim (/\ Qk'Di> =1- \/Zk(l Sln;(Qk'Dl)) W|th 1 < |% < 0o
k=1

K -
k=1

« Advantages: simple model simple to implement
and intuitive for users
performance is quite good efficient way to compute

obtain ranked lists
and partial matches

discrimination power.
« Disadvantages: heuristic similarity scores

users may find it hard to express
a complex information need as a combination of ANDs and ORs
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2.4.3 Vector Space Retrieval

» The vector space retrieval model is by far the most popular of the classic text retrieval models

a query is considered as a (mini) document
and then used as a reference to find similar documents

A document D; is represented as a vector d; using weighted term frequencies

» All the vectors d; of the collection D form the so-called term-document-matrix A

| document D; e
i di1 dig dya
diq T O B
di=| A=|dyy G| 0 T [ > term ¢
di m :
dlM di,M dNM

______

It follows that the j-th row in A contains the information about the term ¢;.
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* Queries are represented as (very sparse) documents user
provides a few keywords to search for

* We can compute similarity values between documents and queries as a function over the M-
dimensional vectors. Two popular methods exists:

— The inner vector product uses the dot-product over vectors to calculate similarity values.
M
sim(Q,D;)) =q-d; = z qj - d;;
j=1

matrix
multiplication:
sim(Q, Dy)

sim(Q,D) = : =ATq
sim(Q, Dy)

Note that we only write the above formula for the sake of concise presentation, but we never
actually perform matrix multiplications to search for documents
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— The second measure calculates the cosine of the angle between the query vector and the
document vector to calculate similarity values.

sim(Q,D;) =

q-d; jiq;-d

i,j

lqll - lid:l
T fone [oad,

Again, a matrix multiplication leads to all similarity values:

sim(Q, D,)
sim(Q,D) = : =LATq’
sim(Q, Dy)

1
lld ||

with L € RVXN =

1

lldnll]

and q' =

!

liqll

As before, we only write the above formula for the sake of concise presentation, but we never

actually perform matrix multiplications to search for documents
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« Example

D; Shipment of gold damaged in a fire

D, Delivery of silver arrived in a silver truck

D;  Shipment of gold arrived in a truck

Q gold silver truck

The document and query are then represented as vectors (N = 3,M = 11):

| dy | d, | d; N g
1 a 3 0

2 arrived 2 176
3 damaged 1 AT7
4  delivery 1 AT7
5 fire 1 ATT7
6 gold 2 176
7 in 3 0

8 of 3 0

9 silver 1 AT7
10 shipment 2 176
11 truck 2/12

To simplify, we use: idf(t;) = log(N) — log (df ()

176 176
ATT
ATT7
AT7
176 176
.954
176 176
‘ 176 176
T
A

with inner
vector product

031
sim(Q, D) = | 486
176 062
=it D, > D; > D,
176
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— Observations: the term-document matrix is usually very sparse

only need to consider the
query terms for evaluation

document does not have to contain all query terms to be relevant

partial match query with Boolean
operators

(gold AND silver AND truck) OR (gold AND silver) OR (gold
AND truck) OR (silver AND truck) OR gold OR silver OR truck.

« Advantages: extreme simple an intuitive query model simple to implement and very fast to
calculate. Performance is better than with Boolean models

partial match queries

« Disadvantages: heuristic similarity scores with little intuition

similarity measures are not robust and can be biased by authors

independence of terms which may not
hold true
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2.4.4 Probabilistic Retrieval

» The biggest criticism for the models so far is the heuristic approach they take

P(RID) _  P(RID)

sim(Q, D;) = P(NR|D;) ~ 1—P(R|D))

 The Binary Independence Model (BIR)

1. Term frequency does not matter
2. Terms are independent of each other
3. Terms that are not part of the query do not impact the ranking

With these assumptions, we now compute the above similarity function

P(RID;)  P(DiR) - P(R)
P(NR|D;)  P(D;|NR) - P(NR)

sim(Q, D;) =

P(R) and P(NR) probabilities that a
randomly selected document is relevant and not relevant P(D;|R) and P(D;|NR) are
the probabilities that D; is among the relevant and among the non-relevant documents
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Assumption 1: Assumption 2: Terms Assumption 1: Documents
Documents are are independent are binary vectors
binary vectors

P(DiIR) = P(diIR) l=/ ﬁP(di,le) =%1_[ Plai=1lR)- | | Plai;=0lR)
j=1

vj: di,j=1 Vj:di,j=0

M
P(D;INR) = P(d;INR) = | |P(d;;|NR) = P(d;; = 1|NR) - P(d;; = O|NR)
] J J J

Jj=1 Vj:di,j=1 Vj: dij=0

Letr; = P(d;; = 1|R)
letn; = P(d;; = 1|NR)

) _ P(R) T 1-7 _ o 1—r1

Vi:d; ._1nj Vi:d: =0 Vi dii=1 ) Vi dii=0
J:aqj= J:aij= J:aij J:ajj
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— We finally use the third assumption that r; = n; if the term t; does not occur in the query

q; = 0, the ratios Q and —L are 1

n; 1 n;j

_ 7 1—r
CORN Nl e
j

Vjidij=1 Vj:dij=0

] =

Assumption 3: non-query
terms do not impact result

e

Vj:dij=1,q;=1 J

, ri-(1—n)) 1—r
sim(Q, Dy) ~ 1_[ ri--(l—r]-)' T
Vj:dij=1q;=1 ’ J7 i qj=1 J
. e (1= m)
sim(Q, D;) ~ m
vj:dij=1q;=1 ’ /
i,j=1.4;
ri-(1—mn;)
sim(Q,D;) ~ Z C; with ¢; = log;
2 ] ] n] 5 (1 — 7})

Vj: di‘j=1,q]'=1

[l 5 1l

Vj:dij=0,q;=1

1-7

1—le

for all
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— Computing the ¢; values r; = P(d;; = 1|R) denotes the probability that a relevant

document contains the term ¢ n; = P(d;; = 1|NR) denotes the probability that a non-
relevant document contains the term ¢;

* Initial step

r = 0.5, n; Vjiqgi =1

_df(4)
N
* Feedback step
ask the user to rate the K retrieved documents
Let L be the number of documents that the user marked as
relevant let k; be the number of retrieved documents that contain the term ¢;
let [; be the number of
retrieved and relevant documents that contain the term ¢;

[+ 0.5 ki—1;+05
n; =
J K—L+1

r.

, Viig;:=1
P el S

We use the values 0.5 and 1 in the formula above to prevent numerical issues (0-divisions).

Multimedia Retrieval — 2020 2.4.4 Probabilistic Retrieval Page 2-48




« Advantages: probabilistic foundation

ranking based on probability of being relevant
only require query terms for the calculations
efficient evaluation method very good
performance supports partial match queries
+ Disadvantages: simple assumptions do not always hold true

term independence does not apply generally

ranking of documents does neither take term frequencies nor the
discrimination power of terms into account.
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2.5 Indexing Structures

The term-document matrix is very sparse

only depends on query terms

existing vocabulary

cat’

vocabulary

we keep condensed rows for each term

ranking

[7] D2(2), D3(1), D19(1), D19(2), D32(2), Dys5(1), Dag(1)

dogl .

[4] D;(1), D5(2), D7(1), D14(3)

inverted list

document frequency

term frequency
document

documents only use a small subset of the
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* Application to standard Boolean model:

- Q = “cat” AND “dog”
 Scat = {D2, D3, D19, D19, D33, Dys, Dyg}, Sdog = {D3, D5, D7, D14}
* Q =Scat NSgog = {D2, D10}
- Q = “cat” AND (NOT “dog”)
* Scat = {D2, D3, D14, D19, D33, Dyss, Dag}, Sdog = {Dy, Ds, D7, D15}
e Q=Scat — Sdog = {D3,D10,D32,D45,D48}
— More generally, NOT-clauses are only allowed within AND-clauses

— To accelerate the set operations, we sort the inverted lists by increasing document frequencies

* Retrieval Models with ranking

must retrieve all documents that contain at least one
query term

- Q ="“catdog” (vector space retrieval, probabilistic retrieval)
Q = “cat AND dog” @Q = “cat AND (NOT dog)” (extended Boolean model)
e S= SCat U Sdog = {DZ! D3! DS! D7! D10, D19r D32r D4—5r D4—8}
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* The typical implementation stores the inverted lists as individual files. But we can also efficiently
implement inverted lists in a SQL database

Collection

docid doc_name date dateline

1 WSJ870323-0180 3/23/87 Turin, Italy

2 WSJ870323-0161 3/23/87 Du Pont Company, Wilmington, DE

Index Vocabulary

doc_id term tf term idf

1 commercial 1 according 0.9031

1 vehicle 1 commercial 1.3802

1 sales 2 company 0.6021

1 italy 1 dale 2.3856 Query

1 february 1 diversified 2.5798 term tf

1 year 1 february 1.4472 vehicle 1

1 according 1 italy 1.9231 sales 1
. krol 4.2768 italy 1

2 krol 2 president 0.6990

2 president 2 products 0.9542

2 diversified 1 sales 1.0000

2 company 1 succeeding 2.6107

2 succeeding 1 vehicle 1.8808

2 dale 1 year 0.4771

2 products 2
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» Evaluation of a Boolean Query

— Option 1: no Query table — Option 2: with Query table
Q =,vehicle sales italy” Q =,vehicle sales italy”

DELETE FROM Query;
INSERT INTO Query
VALUES ( ‘vehicle‘',1) ;
INSERT INTO Query
VALUES (‘sales‘,1);
INSERT INTO Query
VALUES (‘italy‘',1) ;

SELECT a.DocID
FROM Index a,Index b,Index c
WHERE a.Term=‘vehicle‘' AND
b.Term='sales‘' AND
.Term=‘italy‘' AND
.DocID=b.DocID AND
.DocID=c.DocID;

SELECT i.DocID
FROM Index i, Query q
WHERE i.Term=q.Term
GROUP BY i.DocID
HAVING COUNT (i.Term)=
(SELECT COUNT (*) FROM QUERY)

P QO
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« Evaluation with Vector Space Retrieval

— Example: inner vector product
Q =,vehicle sales italy”

DELETE FROM Query;
INSERT INTO Query
VALUES ( ‘vehicle‘',1) ;
INSERT INTO Query
VALUES (‘sales‘,1);
INSERT INTO Query
VALUES (‘italy‘',1);

SELECT i.DocID, SUM(q.tf * t.idf * i.tf * t.idf)
FROM Query q, Index i, Term t
WHERE q.Term=t.Term AND
i.Term=t.Term
GROUP BY 1i.DocID
ORDER BY 2 DESC;




2.6 Lucene - Open Source Text Search

» Apache hosts several projects to provide easy to use yet powerful text and web retrieval

— Lucene: core retrieval library for both analysis of documents and searching
— Apache Tika: parsers and extractors for various file formats

— Nutch: open source web search engine with scalable, distributed crawlers and a Tomcat web
application to search through the content

— Solr: open source enterprise search engine for a rich set of file formats
— Elasticsearch: an enterprise search server

 In this chapter, we look at: N
— how Lucene analyzes documents Apache “: - -
— how Lucene ranks documents SOI F = %’
— how to use Lucene in own applications

* Note: this is not meant to be a complete %E [uLic /2 [/'? /2

overview of Lucene. Refer to the online
documentation or to books such as
“Lucene in Action” to get more details

1_ __l
e ] E .-.-'1
] L0
o010 1001011 I a
10111010116611161
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2.6.1 History of Lucene

* Lucene started as a SourceForge project and joined the Apache Jakarta family in 2001

* Main versions introduced (selected versions):

1.01b
2.0
3.0

4.0
5.0
6.0
7.0
7.5
8.0

(July 2001): last SourceForge release
(May 2006): clean up of code, removed deprecated methods

(November 2009): cleanup and migration to Java 1.5 (generics, var args)
3.6 is latest build released on July, 2012

(August 2012): speedup of indexing and retrieval

(February 2015): index safety, many adjustments on the API
(April 2016): Java 8, classification, spatial module update
(September 2017): Java 9 and support of Jigsaw modularization
(September 2018): Integration of OpenNLP

(March 2019): Faster custom scores

* Lucene implementations

— Java (original), C++ (CLucene), .NET (Lucene.NET), C (Lucene4c), Objective-C (LuceneKit),
Python (PyLucene), PHP 5 (Zend), Perl (Plucene), Delphi (MUTIS), JRuby (Ferret), Common
Lisp (Montezuma)
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2.6.2 Core Data Model of Lucene

* Lucene is a high-performance, full-featured text search library

» The core concepts of Lucene revolve around

Document and Field to encompass the content of documents

Analyzer to parse the content and extract features

IndexWriter which maintains the inverted index including concurrency control
Directory that holds the inverted index structures

Query and QueryParser represent queries and parse input strings, respectively
Term and TermQuery denote unit search expressions

IndexSearcher exposes search methods over the inverted indexes

TopDocs contains the result of a search sorted by scores
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» Lucene’s APl is split into offline analysis functions and online search function. The interaction with
an application is as follows:

& offline  online =

1 application ,/ application 1
/
| Lucene / Lucene |
//
/
\Z /
/
Analyze & Analyze &
Index Index
Inverted
List

& offline  online =
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2.6.3 Indexing Documents with Lucene

1. Select Directory to store Index in
I JJ directory = FSDirectory.open ("./index");

Documents

2. Create Analyzer for Documents

analyzer = new StandardAnalyzer();

3. Create Document and add Fields
doc = new Document () ;
Maintain Index Code doc.add (new TextField("title", title,
Dtick;lrr:;m Steps 1-5 TextField.TYPE STORED)) ;
doc.add (new TextField("content", content,,
TextField.TYPE_NOT_STORED));
doc.add (new StoredField("id", id));

4. Get Index Writer and add Document
config = new IndexWriterConfig(anaylzer);
writer = new IndexWriter (directory,config);

Field Field Field writer.addDocument (doc) ;

(title) (content) (id)

Analyze & 5. Close Index Writer (optionally commit / close)
Index writer.commit () ;

writer.close();

Document Analyzer

IndexWriter

IDirectorA
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2.6.4 Indexing Documents with Lucene

» Directory
— Lucene provides multiple ways to maintain and persist inverted indexes

— The LockFactory associated with a directory implements basic concurrency control mechanisms.
IndexWriter and IndexSearcher provide concurrency control

» Analyzers
— Lucene and 3" party extensions provide a rich set of pre-defined analyzers with support for various languages

— A Tokenizer parses the fields of documents, removes syntactical elements, and produces a stream of tokens.
— A TokenFilter filters/changes/aggregates elements in the token stream

+ Fields
— Lucene is able to store additional attributes for each document
« Ability to restrict the search on specified meta data items
« Ability to store data that identify the document
— Creation of fields includes many options (newer release subsumes all of them in FieldType)
* Field.Store: YES Or NO

* (deprecated)Field.Index

* (deprecated)Field.TermVector
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2.6.5 Searching Documents with Lucene

User mput

Present

Result

1.Select Directory where Index resides

directory = FSDirectory.open ("./index");

2.Create Analyzer as used for Documents

analyzer = new StandardAnalyzer();

3.Create Query (optionally through QueryParser)

Search Code parser = new QueryParser ("content", analyzer);
Query f—_— St 1-5 Query query = parser.parse (queryStringFromUser) ;
Construction Presentation epS
4.Get Index Searcher and Search
searcher = new IndexSearcher (directory);
TopDocs hits = searcher.search (query, NUM RESULTS) ;
5.Present Result
QueryParser TopDocs for (int i=0; i<hits.scoreDocs.length; i++) {
doc = searcher.doc (hits.scoreDocs[1] .doc);
System.out.printf (" %4d %$1.3f %s %$s\n",
i+1,
Analyze & hits.scoreDocs[i].score,
Index doc.get ("id"), doc.get("title"));
Analfyzer }
IndexSearcher
y
IDirectorA
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2.6.6 Searching Documents with Lucene

* Query and QueryParser

— Lucene provides multiple ways
term queries, range queries, phrase queries, fuzzy queries
wildcard queries Atomic queries can be
combined by means of Boolean operators.

— QueryParser simplifies the interface with a standard way how users have to enter queries

* Query is a set of clauses optionally prefixed with '+' and '-'
» A clause can be a single term such as 'hello’ a search term for a selected field
'title:hello’, a fuzzy query ‘hello~' wildcard-query 'h?llo’

— Scores are computed through a Similarity object

* TopDocs
— The search method returns the top documents matching the query

— Retrieval of the content of fields of document is through the IndexSearcher
— Only fields that were indexed with Field.Store.YES can be retrieved after a search

* Analyzer
— Use the same analyzer object as for indexing the documents in offline mode
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2.6.7 Retrieval Model of Lucene

* Lucene combines Boolean retrieval with vector space retrieval

* Boolean Retrieval Part
— Applications can define arbitrary Boolean expressions on fields content with
e atomic queries such TermQuery, RangeQuery, Or any other Query
- and a Boolean clause constraint whether MUST, MUST NOT, or SHOULD occur

— Example: +information —multimedia retrieval search

TermQuery gl = new TermQuery(new Term("content","information™));
TermQuery g2 = new TermQuery(new Term("content","retrieval"));
TermQuery g3 = new TermQuery (new Term("content", "search"));
TermQuery g4 = new TermQuery(new Term("content","multimedia")):;

BooleanQuery.Builder builder = new BooleanQuery.Builder (),
builder.add(gl, BooleanClause.Occur.MUST) ;

builder.add (g2, BooleanClause.Occur.SHOULD) ;
builder.add (g3, BooleanClause.Occur.SHOULD) ;
builder.add (g4, BooleanClause.Occur.MUST NOT) ;
BooleanQuery query=builder.build()

— FuzzyQuery and WildcardQuery translate into a MultiTermQuery over a set of terms

« FuzzyQuery (‘hello~0.5") expands to a search over all terms in the index that have a
normalized similarity of 0.5 and larger (value btw 0 and 1)

« WildcardQuery ('h?llo") expands to a search over all terms that match the pattern
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* Boolean Retrieval Part (contd)
- IndexSearcher uses the inverted lists in the directory to retrieve all documents

* Ranking uses an extended version of the cosine measure

— The conceptual scoring formula is:

Vig) -V(d)
Il

 coord_factor(q, d): score factor based on how many query terms are found in the document

score(q,d) = coord_factor(q, d) - query_boost(q) - -doc_len_norm(d)

e query_boost(q): boost factor for individual query terms
e V(q),V(d): vector representation

e doc_len_norm(d): documents are normalized by the length
of a field

— To simplify computation, Lucene's implementation is as follows
« guery norm and query boost are combined as they are known at search start time
» document norm and document (filed) boost values are stored in the index for each term

Multimedia Retrieval — 2020 2.6.7 Retrieval Model of Lucene Page 2-64




* Ranking in Lucene (contd)
— The formula defined by TFIDFSimilarity is:

score(q,d) = coord(d, q) - queryNorm(q) - Z (tf (¢, d) - idf (£)? - boost(t) - norm(t,d))

ting

. COOT‘d(d, q) _ overlap

max _overlap

1
boost(q)?-Y; in q(idf(t)-boost(t))z)

e queryNorm(q) = (

o tf(t,d) =/frequency of tind

numbDocs )

e idf() =1+ log(

docFrequency+1

e boost(t)

1
number of terms in field

e norm(t,d) = boost(d) -

) 1_[fieldf in d anmeds as t DOOSt(f)
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