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3.1 Introduction

« We are also looking into the python package NLTK which is a good starting point for advanced text
processing. To get ready, ensure (as required for your Python environment):

sudo pip install -U nltk # or pip3
sudo pip install -U numpy # or pip3
python # or python3

import nltk
nltk.download () # select: popular or all-nltk

» Apache OpenNLP is a good package for the Java world (also available through Lucene)

Multimedia Retrieval — 2020 3.1 Introduction Page 3-2




* We focus in this chapter mostly on extraction of higher-level features. First in the classical sense by

extending the pipeline from the last chapter

HTML

Extraction of terms beyond simple
sequence of characters

Linguistic transformations
(stemming, synonyms, homonyms)

Structure analysis of sentence
(basic part of speech)

* In addition, we apply algorithms / machine learning to infer meta information from the text

Context ‘

Abstract Concept ‘

Related Concepts / Objects ‘

Event / Activity Facet

Abstract

Spatial Facet

‘ Temporal Facet

Link analysis to understand importance
and relationships of page

Automated extraction of topics through
vocabulary analysis

Oblsct Facet « Extraction of concept / classifications
Meta Data H i B ‘ based on machine learning approaches
; Jﬁ_d Raw Signal Information
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3.2 Natural Language Processing

+ We extend the feature extraction pipeline from the previous chapter. Step 1 & 5 remain the same,
but we extend step 2, 3 and 4 and look into some examples

2. Create tokens from sequence
3. Tag token stream with additional information
4. Lemmatization, spell checking, and linguistic transformation
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3.2.1 Step 2: Create Tokens

+ Segmentation:

broader segmentations (e.g., chapters) require control
information sentence segmentation is possible on the text stream alone:

— If we observe a ? or a !, a sentence ends
— The observation of a . (period) is rather ambiguous

— Some language specifics like ¢, in Spanish
— Sentence-final particles
« Japanese: M ka: question. It turns a declarative sentence into a question.
2 [T kke: doubt. Used when one is unsure of something.
7% na: emotion. Used when one wants to express a personal feeling.
» English: Don't do it, man. The blue one, right? The plate isn't broken, is it?
« Spanish: Te gustan los libros, ¢verdad? Le toca pasar la aspiradora, ¢no?
— A good heuristic works as follows (95% accuracy with English):

1. Ifitisa “? or /', the sentence terminates
2. Ifitisa‘’, then
a. if the word before is a known abbreviation, then the sentence continues
b. if the word afterwards starts with capital letter, then the sentence terminates

— The approach in NLTK uses a trained method (Punkt) to determine sentence boundary.
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» Token Generation:

— Fragments of words

street - str, tre, ree, eet
streets - str, tre, ree, eet, ets
strets - str, tre, ret, ets

different inflections still appear similar at the fragment level
misspellings or bad recognition (OCR, speech analysis)

— Words: using words as terms is the usual approach
how do you tokenize the following sequences?

Finland’s capital
what’re, I'm, isn’t
'ensemble

San Francisco
m.p.h., PhD.
$380.2, 20%
Leuchtrakete

VIV Vv

Finland, Finlands, or Finland’s?
What are, | am, is not?

le ensemble?

one token or two?

?7?

?7?

one word or composite word?
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— Words (contd)
Japanese and Chinese, words are not separated by spaces

SRR EEEEEAREESIHEZER -
SHRLRYE e BiE £ B FREEl M HESEXR
Sharapova now livesin US southeastern  Florida
In Japanese, texts can use different formats and alphabets mixed together.
tokenization is based on a regular expression to split words

1. Match abbreviations with all upper case characters (e.g., U.S.A.)

2. Match sequences of word characters including hyphens (-) and apostrophes (‘)
3. Match numbers, currencies, percentage, and similar ($2.3, 20%, 0.345)

4. Match special characters and sequences (e.g., ... ; " " () [1)

consider special expressions/controls hashtags
(#blowsyourmind), user references (@thebigone), emoticons (©)

 NLTK uses the Treebank tokenizer and the Punkt tokenizer depending on the language.

Japanese and Chinese identify token boundaries with longest matches in the
sequences
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* Phrases: more appropriate to consider subsequent
words as a singular term (e.g., New York, San Francisco, Sherlock Holmes).
Examples
include express lane, crystal clear, middle management, thai food, Prime Minister

1. Extract the base terms (as discussed before)
2. lterate through the term sequence
« Add 2-grams, 3-grams, ..., n-grams over subsequent terms at a given position

leads to many meaningless compounds

control the selection of n-grams

— Afirst approach reject n-grams that contain at least one so-called stop word

— Pointwise Mutual Information (PMI).
idea is that the 2-gram is interesting
only if it occurs more frequently than the individual distributions

. p(ty, t2) p(t,[t;) p(tz1t1)
mi(ty, t,) = lo =log——= 1o = logp(ty, t,) —logp(t;) —logp(t,)
Pttt t2) =108ty )~ o) B py) | oeP ) Tlosp(t) —losplt,

Multimedia Retrieval — 2020 3.2.1 Step 2: Create Tokens Page 3-8




— Pointwise Mutual Information (contd):
Let M be the number

of different terms tf(tj) be the so-called term frequency (number of
its occurrences), and N be the total occurrences of all terms in the text
tf(t ) - tf(t1,t3)

p(t) = Viil<j<M similarly: p(t,t,) =

N

independent from each other
p(ty, t,) is  product of p(t;) and
the pmi becomes 0
keep 2-grams if their pmi is positive

and large dismiss infrequent 2-grams
salt lake 11.94
halliday private 5 12 5 11.81
scotland yard 8 9 6 11.81
lake city 10 23 9 10.72
private hotel 12 14 6 10.59
baker street 6 29 6 10.54
brixton road 15 28 13 10.38
jefferson hope 37 56 34 9.47
joseph stangerson 13 47 10 9.46
enoch drebber 8 62 8 9.44
old farmer 39 9 5 9.26
john rance 39 10 5 9.11
john ferrier 39 62 29 9.01
sherlock holmes 52 98 52 8.78
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3.2.2 Step 3: Tagging of Tokens

« A simple form of tagging is to add position information to the tokens

With
Part of Speech (POS), we label terms as nouns, verbs, adjectives, and so on.

“The Penn
Treebank”
CC Coordinating conjunction PRP$ Possessive pronoun with NLTK, use
CD Cardinal number RB Adverb nltk.help.upenn tagset ()
DT Determiner RBR Adverb, comparative _
EX Existential there RBS Adverb, superlative
FW  Foreign word RP  Particle
IN  Preposition or subordinating conjunction SYM Symbol
JJ  Adjective TO to
JJR Adjective, comparative UH Interjection
JJS Adjective, superlative VB Verb, base form
LS Listitem marker VBD Verb, past tense
MD Modal VBG Verb, gerund or present participle
NN  Noun, singular or mass VBN Verb, past participle
NNS Noun, plural — VBP Verb, non-3rd person singular present
NNP  Proper noun, singular PL%%eglg,oglgz:;?tﬁﬁlzcslflc VBZ Verb, 3rd person singular present
NNPS Proper noun, plural WDT Wh-determiner .
PDT Predeterminer WP  Wh-pronoun what, which, when, ...
POS Possessive ending WP$ Possessive wh-pronoun
PRP  Personal pronoun WRB Wh-adverb
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« NLTK also provides a simpler variant with the universal POS tagset

ADJ
ADP
ADV
CONJ
DET
NOUN
NUM
PRT
PRON
VERB

adjective
adposition

adverb
conjunction
determiner, article
noun

numeral

particle

pronoun

verb

punctuation marks

other

2812
5572
2607
1711
5307
9358
354
1535
5705
8930
7713
36

new, good, high, special, big, local
on, of, at, with, by, into, under
really, already, still, early, now
and, or, but, if, while, although
the, a, some, most, every, no, which
year, home, costs, time, Africa
twenty-four, fourth, 1991, 14:24
at, on, out, over per, that, up, with
he, their, her, its, my, |, us
is, say, told, given, playing, would
-

ersatz, esprit, dunno, gr8, univeristy

POS tags are the basis for natural language processing (NLP).

Chunking
construct non-overlapping phrases

13

NP:

{[<DT>?2<JJI>*<NN>}"“
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ambiguities that make it hard (even for humans) to understand the context:

While hunting in Africa, | shot an elephant in my pajamas. How he got into my pajamas, | don't know.

sentence

Interpretation 1

S ]
///\\ /*\_\
NP Nlp ///‘,’P\
1 T R NP
| VP PP | /,_,7-\
/\ /\ shot  Det N
v P NP | |
| /\ an elephant
shot  Det Det N

an

 Demo: https://corenlp.run

simple productions
shift-reduce parsers

Interpretation 2

| l

my pajamas

to parse
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https://corenlp.run/

3.2.3 Step 4: Lemmatization and Linguistic Transformation

Lemmatization and linguistic transformation
different inflections or spellings (colour vs. color)

A very common step is stemming

— English: go, goes, went, going, house, houses, master, master’'s
— German: gehen, gehst, ging, gegangen, Haus, Hauser, Meister, Meisters

stemming to reduce the term to a common stem

strong inflection (gehen - ging)
compound techniques

— German (law in Mecklenburg-Vorpommern, 1999-2013): Rinderkennzeichnungs- und
Rindfleischetikettierungstiberwachungsaufgabenlbertragungsgesetz

— Finnish: atomiydinenergiareaktorigeneraattorilauhduttajaturbiiniratasvaihde

decompose the compounds to increase chances to match against query
terms
may falsify the true meaning

— German: Gartenhaus -> Garten, Haus (ok, not too far away from the true meaning)
— German: Wolkenkratzer - Wolke, Kratzer (no, this is completely wrong)
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* For English, the Porter Algorithm determines a near-stem

Martin Porter from 1980:
— Porter defines v as a ,vocal”® if
e itisan A, E, I,0, U
* itis a Y and the preceding character is not a ,vocal® (e.g. RY, BY)
— All other characters are consonants (c)
— Let C be a sequence of consonants, and let v be a sequence of vocals
— Each word follows the following pattern:
« [C] (VC)™[V]
« m is the measure of the word
— further:
« *o: stem ends with cvc; second consonant must not be W, X or Y (-WIL, -HOP)
« *d: stem with double consonant (-TT, -SS)
« *y*: stem contains a vocal

— The following rules define mappings for words with the help of the forms introduced above. m is
used to avoid overstemming of short words.

Source: Porter, M.F.: An Algorithm for Suffix Stripping. Program, Vol. 14, No. 3, 1980
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— Porter algorithm - extracts (1)

Rule Examples

Step 1

a) SSES -> S8 caresses -> caress
IES => I ponies -> poni
SS -> S8 caress -> caress
S -> cats -> cat

b) (m>0) EED ~>EE feed -> feed
(*v*) ED -> plastered -> plaster
(*v*) ING -> motoring -> motor
... (further rules)
Step 2
(m>0) ATIONAL -> ATE relational -> relate
(m>0) TIONAL —-> TION conditional -> condition
(m>0) ENCI -> ENCE valenci -> valence
(m>0) IZER -> IZE digitizer -> digitize

... (further rules)
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— Porter algorithm - extracts (2)

Rule Examples
Step 3
(m>0) ICATE -> IC triplicate -> triplic
(m>0) ATIVE -> formative -> form
(m>0) ALIZE -> AL formalize -> formal
... (further rules)
Step 4
(m>1) and (*S or *T)ION -> adoption -> adopt
(m>1) OU -> homologou -> homolog
(m>1) ISM -> platonism -> platon
... (further rules)
Step 5
a) (m>1) E -> rate -> rate
(m=1) and (not *0o)E -> cease -> ceas
b) (m>1 and *d and *L) -> single letter controll -> control
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Lancaster more
aggressive stemming obfuscated stems
Snowball is a set of rule based stemmers for many languages

» In contrast to the rule based stemmers, a dictionary based stemmer reduces terms to a linguistic
correct stem

— Examples of such dictionaries / ontologies:

« EuroWordNet: http://www.illc.uva.nl/EuroWordNet/
GermaNet: http://www.sfs.uni-tuebingen.de/1lsd/
WordNet: http://wordnet.princeton.edu/

a simple rule-based stemmer for regular inflections (-ing, -ed, ...)
an exception list for irregular inflections
a dictionary of all possible stems of the language
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— The rule-based approach is quite similar to the Porter rules but they Type Suffix Ending

i i i NOUN S
only apply to certain word types (noun, verb, adjective). NOUN e ]
NOUN xes X
NOUN zes z
NOUN ches ch
1. Search the current term in the dictionary. If found, return the term as its HSSH fnh:rf fnhan
own stem (no stemming required) NOUN - y
2. Search the current term in the exception lists. If found, return the VERB .
associated linguistic stem (see table below) VERB ies y
3. Try all rules as per the table on the right. Replace the suffix with the vERD e e
ending (we may not know the word type, so we try all of them) VERB ed e
. .. .. VERB d
a. Ifarule matches, search in the indicated dictionary for the reduced e ﬁ]g o
stem. If found, return it as the stem VERB ing
b. If several rules succeed, choose the more likely stem ADJ or
Example: axes - axis, axe ADJ est
. . ADJ er e
4. If no stem is found, return the term as its own stem ADJ est e
adj.exc (1500): verb.exc (2400): noun.exc (2000):
ét'agiest stagy éie eat Héuromata neuroma
stalkier stalky atrophied atrophy neuroptera neuropteron
stalkiest stalky averred aver neuroses neurosis
stapler stapler averring aver nevi nevus
starchier starchy awoke awake nibelungen nibelung
starchiest starchy awoken awake nidi nidus
starer starer babied baby nielli niello
starest starest baby-sat baby-sit nilgai nilgai
starrier starry baby-sitting baby-sit nimbi nimbus
starriest starry back-pedalled back-pedal nimbostrati nimbostratus
statelier stately back-pedalling back-pedal noctilucae noctiluca
stateliest stately backbit backbite
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Porter Stem Lancaster Stem Snowball Stem WordNet Stem

took
degree
doctor
medicine
university
proceeded
course
surgeons
army
completed
studies
there
was

duly

fifth
fusiliers
assistant
regiment
stationed
time
afghan
had

broken

took
degre
doctor
medicin
univers
proceed
cours
surgeon
armi
complet
studi
there
wa

duli

fifth
fusili
assist
regiment
station
time
afghan
had

broken

took
degr
doct
medicin
univers
process
cours
surgeon
army
complet
study
ther
was
duly

fif

fusy
assist
regy
stat

tim

afgh
had
brok

NLTK supports Porter, Lancaster, Snowball and WordNet stemmers

took
degre
doctor
medicin
univers
proceed
cours
surgeon
armi
complet
studi
there
was

duli

fifth
fusili
assist
regiment
station
time
afghan
had

broken

take
degree
doctor
medicine
university
proceed
course
surgeon
army
complete
study
there

be

duly

fifth
fusiliers
assistant
regiment
station
time
afghan
have

break
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homonyms (equal terms but
different semantics) and synonyms (different terms but equal semantics)

— Homonyms (equal terms but different semantics):
* bank (shore vs. financial institute)

— Synonyms (different terms but equal semantics):
« walk, go, pace, run, sprint

— Hypernyms (umbrella term) / Hyponym (species)
« Animal <« dog, cat, bird, ...

— Holonyms (is part of) / Meronyms (has parts)
« door <« lock

These relationships define a knowledge structure

— NLTK provides the corpus nltk.corpus.wordnet

« Spell checking: queries use spell checkers to fix simple misspellings or to
suggest corrected versions of the terms
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3.3 Web Retrieval

* Web Retrieval was first performed like ordinary text retrieval

differences between classical and web retrieval

Classical Retrieval Web Retrieval

Collection controlled set uncontrolled, incomplete

Size small to large (20 GB) extremely large (>10PB)
plelellnl=NIA homogenous heterogeneous (HTML, PDF, ASCII)
Structure homogenous heterogeneous

Links seldom (citations of other documents) lots of links among documents

Quality good to excellent broad range of quality: poor
grammar, wrong contents, incorrect,
spamming, misspellings, click baits

Queries precise and structures short and imprecise, names!
Results small number of hits (<100) large numbers of hits (>1,000,000)
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40+ billion pages, 60+ trillion unique URIs,

and an index size of 100+PB
But how can we find the most relevant

documents

— Example query="“ford” car
president Cross ariver

— Example query =“uni basel”
— Example query="it”

short queries are not sufficient

* In summary:
most people consider relevant.

— This may not be your interpretation of “what is best”

— This concept is not entirely new
“pop Song”
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3.3.1 Proximity of Terms

« Assume we are search with “White House”
“The white car stands in front of the house*
“The president entered the White House*

people implicitly assume proximity
between query terms popular search type (celebrities,
brands, names)

“....Bill Rosweld was winning....and John Clinton raised his hand...”
“...the dollar bill was on the floor ... Mrs. Clinton went home...”
user is expecting guery terms next to each other

* “White House”
* “House White”
 To enable proximity
— n-grams

— extract position information from the document, calculate proximity for terms
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« With the position information

hit lists for each of the terms

hitlist[‘white’] = [1, 13, 81, 109, 156, 195]
hitlist[ ‘house’] = [2, 82, 112, 157, 189, 226]

combined pairwise to obtain all interesting combinations

pairs = [(1,2), (81,82), (109, 112), (156, 157), (189,195)]

— Proximity is expressed as the distance

proximity = [1,1,3,1,6]

counting how often a proximity values occurs.
pbins = [3,0,1,0,0,1,0,0,0,0]

bins are weighted and summed up

weights = [89,55,34,21,13,8,5,3,2,1]
score proximity = ),; pbins[i] * weights[i]
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3.3.2 Term Frequencies and HTML Attributes

» Classical retrieval term frequencies regardless of where they occur
weight
to occurrences if the term is part of <title>, <hl>, <b> or <i>

hyperlinks not only describe
the document but provide keywords for referenced
web pages short and concise

anchor texts with low relevance like “click here”, “back to start” or “follow me”.
plagued by spammers

weighting terms in (external)
anchor texts much more (what others say about you) ceiling the number of
occurrences

Google has
extended its scheme to describe documents better and to prevent spammers

— Describe the document with the key words and their tags
— Add keywords of anchor texts to the referenced document
— When creating the index, sum up the weighted occurrences to a single term score
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« Consider a web page and a term “university”

UMVERSITAT BASEL

...<title> ... university ...</title>
...<h1> ... university ...</h1>
...<b> ... university ...</b>
...<p> ... university ...</p>
...<td> ... university ...</td>
...<i> ... university ...</i>
...<h1> ... university ...</h1>
I ...<b> ... university ...</b>
...<h1> ... university ...</h1>

count how often a term-tag pair
OCCurs

terms = [..(university, <title>,1),..(university, <hl>,2),..(university, <b>,10),
..(university, <p>,55),..(university, <td>, 2),..(university, link, 23)]

final score for a term

weights[tag =2 weight] = [<title> > 13, <hl> > 5, <p> > 1, link =2 55]

score[university] = Xiermg[i,1]-university Min (100, terms[i,3]) * weights[terms[i,2]]

can now search for documents we have never seen (but only heard about)
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3.3.3 PageRank

« Assume we search with the key words “uni basel”. What would you expect to be at the top

— As a student of this course, you are obviously visiting the course page more often

— However, the average student (or the average web surfer) is more interested in the home page

— Looking only at key words is not sufficient
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« PageRank was invented by Larry Page (one of the Goolge founders)

(4) ()
E
A (6) /
(1)

(4) <<J Number of incoming links
)
\ 5
)

— PageRank assigns an absolute ranking to all pages in a graph

— Consider B and G

— Note that incoming links as a ranking measure is not very robust
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 PageRank is based on a random surfer model

— When on a page, the user can perform two actions: 1) with a probability a he follows a link, and
2) with a probability 1 — a he enters a random URL (from his or her bookmarks, or by search)

— For 1) user navigates by picking a random link (all links are equally probable)
— For 2) if a page has no outbound links (sink), the user picks a random URL
* We can interpret PageRank as a Markov chain

— To compute the probability 1) all incoming links, and 2) a
random switch to the page q — p denote that g contains a link to p L(q) be the
number of outgoing links from g N = |P]|

1—a PR(q)
PR(p) = +a- ) —= Vp € P
) =—p—+a 2, L) p

incoming link is weighted by the PageRank (aka importance)
PageRank is evenly distributed to all referenced pages
robust
favors older pages that are well connected
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« Evaluation implicit equation system that can be solved
iteratively r € R be the vector holding all PageRanks
links between pages with a matrix M € RV*V:

(1
ifp; - p;

L(p;)

Mij=4 1 . L
N if p; has no outgoing links
. 0 otherwise
l—«a ) ) ,

r= 1+ a-Mr with 1 being a column vector of length N with only ones

N

iterative process

1. Initialization: r® = % a = 0.85
2. lteration:
° r(t+1) = 1;{_6! ] 1 + a - Mr(t)

«  stopif [r&*D —r®| <

Because of the sparse link matrix, the iteration converges rather quickly
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« Example from before

B
(11%)

(7%)

E
(37%)

C
(19%)

D
(3%)

El (2%)
G
(21%) <———| PageRank

— Discussion: E is still the center of the network but G and C are now more important than B

equally important

PageRank is an absolute measure for the importance of a page
for all queries

Terms and proximity are
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3.3.4 Hyperlink-Induced Topic Search (HITS)

common observation
two prototypes of web pages

— Authorities
— Hubs

Note that PageRank was only considering how likely a user would visit the page

current topic of the query
Topic Search

* How can we recognize a good hub and a good authority?
— A hub is a web page with many links to authorities

Hub

— An authority is web page with many incoming links from hubs

— To be a good hub, it must link to good authorities on the topic. To be
a good authority, it must be linked by many good hubs on the topic.

— Note: “on the topic”

Authority
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« Jon Kleinberg developed the HITS algorithm in 1997

metrics for a web page p:
- h(p) denotes the hub value of the page p
- a(p) denotes the authority value of page p
only interested in a single topic

1. For a query /topic Q determine the top results
root set

2. Extend the root set with a) web pages that link to a page in the root
set, and b) pages that are referenced by a page in the root set

« In practice, we need to execute several searches and downloads

2\

.

i

base
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notation p — g to denote that p contains a link to g
base set [P contains N pages

1. Initialization: h©@(p) = a®@(p) =,/1/N VpeP

2. lteration:
© Update: a®(p) =) hO(q) A E) = > a®(g)
=P p-q
* Normalize a(p) and h(p) such that: Z at+D(p)? = Z hE+D(p)2 =1
p p

+  Stopif ¥,|a™(p) —aP@)| + X,|h V() — hP(p)| < €
* Once computed, we can return the top hubs and the top authorities

« We can rewrite the equations in matrix notation
construct adjacency matrix A from the graph

A = 1 if Di = D;
/|10 otherwise

The rows of A contain all outgoing links columns contain all incoming links

h(t+1) — Aa(t)
a(t+1) — ATh(t)
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« Example: consider the following graph

Adjacency Matrix

E—1TF " lalsiclolelrlol - .

NERER 1 60%

A H E 1 1
D C

[ D] 1 69%
1 31%

B G 11 1 46%
\ 11 54%

C 1 11 40%

A is the best hub  links to the best authorities D, G, and E

not always clear whether a page is a hub or an authority

in contrast to PageRank, the hub and authority values of
pages change with different queries / topics.
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3.3.5 Extensions of HITS (Henzinger, 1998)

* The HITS algorithm suffers from three fundamental problems:
domain

2. Automatically established links

3. Queries such a "jaguar car" tend favor the more frequent term

* The first improvement addresses domains

— Assume that k pages g; in a domain link a page p weigh the hub values

with aw(q;,p) = %

— Similarly, assume that a page p links to [ pages g; in the
same domain weigh the authority values U4

1/3
with hw(p, q;) = % h
I 1/3 1]

3

@) = Y aw(qp)-hO@  hEOE) = ) hwp,)-a®(@)

q-p p—q
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« The second improvement penalties for pages not following
topic tf *idf scheme is
chosen
— We construct a reference document C

— Compute a similarity value s(p) for page p using the tf * idf vectors of p and the reference
c'p

llll-lipll

eliminate all pages p with s(p) <t

document C, i.e., s(p) =

— Use the similarity values s(p) to adjust

a™V(p) = Z aw(q,p) - s(q) - KO (q) R (p) = Z hw(p,q) - s(q) - a®(q)

q-Dp pP—q

« This extension has resulted in a 45% improvement over the original HITS algorithm.
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3.3.6 SALSA Algorithm
* The Stochastic Approach for Link Structure Analysis

Markov chain two steps in the network, and not an infinite walk
only considers a base set of pages

« SALSA bipartite graph with pages having a double identity
A A
B B
: C C
D D
hubs authorities
— To compute authority values Starting
from a page p backward to all hubs that link to p forward to all pages
reachable from these hubs
random walk with two steps use the

probability of arriving at g as fraction of authority passed from p to q
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« Example: consider the example before

authority value of Ais

passed to C
— We first walk backwards to all hubs that link to A hubs B and D each with a 50%
— Walking forward: 1) From B Aand C 50%
A to C with a 25% 2) From D
A, BandC 33.3%

A to C with a 16.7%
— Summing up, the two paths yield a 41.7% chance to get from Ato C

We start at authority A We move back to hubs of A

We move forward to

reachable authorities

B B :> B / / B |:> B B | 16.6%
C C C / C C C | 41.7%
D D D D D D Portion of the
authority
hubs authorities hubs authorities hubs authorities Va“]ffoﬁqaised
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« Similarly, we can compute hub values

« Example: consider the same example as before hub value of

D is passed to B

— We first walk forwards to all authorities linked by D authorities A, B and C each
with a 33%

— Walking backwards: 1) hubs B and D link to A 50%

D to B with a 16.7% 2) hubs A, Cand D

link to B 33% no pathto B 3) hubs A, B
and D linkto C 33% D to B with
all.l%

— Summing up, the two paths yield a 27.8% chance to get from D to B

We move forward to all We move backward to all
We startat hub D authorities linked by D reachable hubs

A A A /4 A 22.2%| A A

B B C B / B t 27.8%| B B

C C C / C 11.1%| C C
Portion of the

D D D D hub value 38.9%| D D
passed from D

hubs authorities hubs authorities hubs authorities
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A be the authority-matrix

and H be the hub-matrix Lin(0) number of incoming links
Loyt (0) number of outgoing links
1 1 1 1
A = 5 H.. = :
7t _ Z _Lin(pi) Loue(@) /" " Z ' Loue(Pi) Lin(q)
q:q—pi ANq—pj api~q Apj—q

1. Initialization: h{” =al® =1/N vii1<i<N
2. lteration:
. at+D — Aq®

e Rt+D — HR®
. stopif [|a®*D — a®|| + [|RE+D — RO < e

» A variant of the SALSA algorithm is used at Twitter to recommend “whom to follow”
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3.3.7 Co-citations and Similar Pages

Alexas ,,What‘s Related* identify similar or related documents
Ford Motor
Honda, GM, VW, Nissan

— Surf History/Bookmarks Analysis

— Co-citations
— Deduce relationships from link structure

 Alexa Toolbars observe surfers

* In the following, we look at the other two methods in more details:
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« Co-Citations consider web graph count how often two pages are linked together

Determine at most k parent pages a; of starting page p

Extract for each parent page a; at most [ links to pages g; that are in the proximity of the link to p

Count how often a page q; is obtained by step 2

If we found less than 15 pages g; with at least 2 co-citations with p then reduce URL of p and start again.
Related pages g; to p are the ones with most co-citations

Al A o

— Note that not all links are extracted 2 co-citations

appear close to the starting page p 2 co-citations

1 co-citation

— The figure on the right hand

1 co-citation

3 co-citations

1 co-citations
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« Another co-citation method companion
algorithm

1. Build a neighborhood graph around page p as follows:
* add starting page p to graph
* add at most k parent pages q; that link to p, and for each page a;, add at most [ links to child
pages (around the link to p)
- add at most m child pages ¢; linked by p, and for each page ¢;, add at most n parent pages that
have a link to ¢;
« add edges between nodes based on the links in the web

2. Merge duplicates and near-duplicates
« Two documents are near-duplicates if they contain more than 10 links and 95% of their links are

the same (occur in both documents)

3. Assign weights to edges in graph based on domain linked
« Assume that k pages q; in a domain link a page p, then we weight the edges with aw(q;,p) =

~lRPrx| -

« Assume that a page p links to k pages g; in a domain, then we weight edges with hw(p, q;) =

4. Compute hub and authority values for all nodes in the graph with the following iteration

at*V(p) = Z aw(q,p) - h®(q) R (p) = 2 hw(p, q) - a®(q)

q-p p—q

5. The pages g; with the highest authority values are the related pages to p.
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« SimRank defines a similarity score o(p, q) between two pages p and g
p and g are similar if they are linked by similar pages p is maximal similar
with itself olp,p) =1.

— Let L;,,(p) denote the number of incoming links to page p.

O'(p, q) = C ) .
Lin(p) - Lin(q) z z o(a,b) otherwise

a-p b—q

with C a decay factor, for instance C = 0.8.

— We can compute the similarity values

N 1ifp=gq
- (O) =
1. Initialization: ¢ (p,q) {0 if p# g Vp,q € P
2. lteration:
1 if p=q
C
« Update: oV(p,q) = : z z c®(a,b) otherwise
Lin(p) ' Lin(‘]) o o

- Stopif Zp’q|a(t+1) (»,q) — D (p, Q| <e

3. Return pages g; with highest similarity o(p, q;)
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3.3.8 Further Improvements (Example Google)

» Google is using more than 200 criteria to compute the top results

 Hummingbird (2013): a series of changes themed on conversational queries and synonyms

— First major update since 2001
immersive mobile
experience ask entire questions
context of the sentence
synonyms to find more relevant keywords

— Rewards content pages over click baits

— Considers co-citations of web pages to boost popular pages in niche topics
consider keywords around anchor text to describe the referenced page

— Keeps users longer on Google pages by presenting integrated result tables.

Cract s MOT & e 5[
‘..-.u..szuKatherlne Sellwood i e virate £ ankE
" it o Hevar t 5 after
ot o e olts Anncuncement of a new Al
N 4 w 0§
e G ed
m in o -t ot P sing machin
- A = & lsarning.
P 0 & qlc faps ard Goagle \bb r:'-f'. e an dat:l —".da Eictmnrneics focised uidate )
D 1 b 1. PRECY . wy & a mabika usablity update QQ \dWor 1akeu)
Panda ¢
Wi " " o terncval of the n colum
U AL dat g 3 An update to r\lor des gnt\ |O§JI\ 2 4.2 ." g : ol
2013 At mpa hout 13 < to penalize "thin” or poc T 4 Anot oh that affectoc 4-a s v
of search queries content from r "”k 3 ""‘ U 3% 5. e saprchues,
The softer Panda undate S n
2016

Core algarithm update

7
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Algorithm Timeline
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— Pigeon (2014): prefers local (to the user) search results

— Penguin (2012): series of updates that penalize sites for not following rules

Keyword spams

Sites using link farms
Doorway pages

Page Layout Algorithm

Since 2012, 7 updates of Penguin were released
— Panda (2011): updates to lower the rank of low-quality or thin sites, especially content farms

* Thin content
Duplicate content

Lack of trustworthiness

High ad to content ratio
Websites blocked by users

Panda affects the ranking of an entire site penalty
remains until the next update of Panda If a site has removed the
dubious parts, the penalty is removed
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— Caffeine (2010): improved the entire index engine more
continuous update process

 Historically, Google crawled the web during 30 days

» With Caffeine, the entire engine was overhauled
continuous update process
pages are not more frequently crawled but the updates become
visible more quickly

* Internally, the engine was switched from the MapReduce algorithm to BigTable
Caffeine operates on a 100 PB database

— Knowledge Graph (2012)

» Collected from sources like the CIA World Factbook, Wikipedia, and J & g ?
similar sites. e
. . Leonardo da Vinci <
* Freebase (community managed content) was handed over into
« The newer Knowledge Vault uses artificial intelligence to derive R i et
data automatically from web content ot e ot s
« As of 2016, the knowledge graphs holds 70 billion facts St o o

Quotes
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