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Multimedia Retrieval

Chapter 0: Introduction

0.1 Motivation: Why Information Retrieval?
0.2 The Retrieval Problem

Dr. Roger Weber, roger.weber@ubs.com 0.3 Course Schedule
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Course ID
Lecturer

Time

Location

Prerequisites

Content

Exam
Credit Points
Grades

Modules

Homepage

15731-01
Dr. Roger Weber

Wed 08:15 - 12:00
Note: we will vary the length of schedule but keep it to 3 hours on average

Alte Universitat, Seminarraum -201

Basics of programming
Mathematical foundations (for some parts)

Introduction to multimedia retrieval with a focus on classical
text retrieval, web retrieval, extraction and machine learning
of features for images, audio, and video, index structures,
search algorithms, and concrete implementations. The
course is touching on past and current information retrieval
technigues and search algorithms.

Oral exam (30 minutes) on Jan 08/15, 2019
6
From 1 to 6 with 0.5 steps. 4.0 or higher required to pass exam.

Wahlbereich Master Informatik: Empfehlungen (Master Informatik 10)

Modul Praxis aktueller Informatikmethoden (MSF - Informatik (Studienbeginn vor 01.08.2016))
Modul Applications of Distributed Systems (Master Computer Science 16)

Modul Applications of Machine Intelligence (Master Computer Science 16)

Modul Concepts of Distributed Systems (MSF - Computer Science)

https://dmi.unibas.ch/de/studium/computer-science-informatik/lehrangebot-hs18-copy-1/lecture-multimedia-retrieval/

All materials are published in advance. Practical exercises submitted to “courses” site
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0.1 Motivation: Why Information Retrieval?

digital world with exponential information growth

In 2017, the costs per media

— Tape Drive: $6*/15 per TB  (* compressed)
— Hard Drive: $25 per TB What Happens in an Internet Minute?
— SSD Drive: $250 per TB -

« Compared with past prices: ey
— 1990: $10M per TB 100000
— 2000: $10K per TB
— 2010: $100 per TB

10 Zettabyte (10 - 1021) costs $250B §
N
- ¥
10 times less than And Future Growth is Staggering M;QMMP
spend on oil data is cheap! i g 4’
TRy YEegny. W Al Ve
source: Intel
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 lllustration of price and space compression of storage

RISy hard drive cost per gigabyte (USD) In the past decades, price
— % i drops of 50% every 14 months (!).
. ) il S Every 4 years
51000000 * e, by an order of magnitude.
$1,000.00 ° 0‘
%

$100.00

grows exponentially
and imposes ever larger problems to

°®
100 % . g find relevant information
88¢

$10.00

$0.10
XIS

$0.01 T T i T T T T 1
1980 1985 1990 1995 2000 2005 2010 2015

source: mkomo.com

72x 16TB P

42U Rack N
3
2
(—2
% 2U Appliance
2
1 Petabyte of storage (2015) 1 Petabyte of storage (2018)

Multimedia Retrieval — 2018 0.1 Motivation: Why Information Retrieval? Page 0-4




« Another view on the price developments for memory and storage:

Historical Cost of Computer Memory and Storage

10 years later, the 3 wave prospered

and started today’s Al revolution

le+09 —— —
E - =5 FIip—'FIops +
1e+08 E =3 Core [ |
* ?; ICs on boards
: 5 SIiMMs ¥
le+07 I ® DIMMs  x
: EL:- Big drives o
le+06 E rt Floppy drives
: © Small drives +
100000 L & Flash sticks / cards
: o SSDs
10000 E | | |
g t In the late 1990s, the 2" winter of
m : ral networks dawned.
= 1000 | & "‘“\\ : @0
% 100 _ /--'- \
D
v ; N
1E \ﬁg‘k
01 |
0.01 [
0.001 E
L
0.0001 k
foxaial
1e-05 L

1955 1860

1980

1985 1990 1995

2000 2005 (2010

In 10 years: memory
became a 100 times
cheaper, disk
became a 100 times
cheaper and
compute for neural
nets became 1000
times faster

2015

source: https://hblok.net/blog/storage/
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« What can we do with so much information? A few examples:
— Byte [B]:

* 4 B = single precision floating point (32 bits)

— Kilobyte [10"3 B]: ( kibibyte 1024B)
« 10 KB = a page in a encyclopedia; size of an average web page

— Megabyte [10"6 B]:
1 MB = a novel

« 5 MB = all written pieces by Shakespeare; a typical MP3 file

— Gigabyte [1079 B]:

2 GB = 20 meters of books in a shelf
¢ 2 = ' as audio files; a movie in HD quality

Il emails exchanged in a day
-3.5” form factor; $10,000)
N in April 2016 for latest run of the large Hadron Collider
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— Petabyte [10M15 B]:

\
GB = DVD material of all movies listed in IMDB; all CDs registered in CDDB

« 20 PB = Storage owned by large banks (2009, annual growth rate at 30%)

« 200 PB = all pieces of information ever printed worldwide
— Exabyte [10718 B]:

« 5 EB =all words ever spoken by a human being (stored as text)
10 EB = gstimated size of disk storage @ Google (R. Munroe, 2013)
« 16 EB = address space of a 64-bit processor

—

~

— Zettabyte [10721 B]
« 1 7B = 36,000 years of high-definition videa

L2 ~ OOV yEa
- 1.5 7B = Worldwid ta center storage capacity in 2018 (estimates by Statista)
. all words ever spoken by a human being (16 kHz 16-bit audio)

— Yottabyte [10724 B = 1,000,000,000,000,000,000,000,000 B]
* 1 YB requires 412°’500m3 of 400GB microSDXC cards (~165 Olympic size pools)
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Over the past years, due to
Improved computational power
smaller costs per memory
— digitalization
improved sensors
extreme amounts of digital documents

— Internet 500 EB of data
— Companies
duplication of data regulatory
requirements information for 5-10 years

— Media archives
like on youtube inflate repositories

— Internet of Things produces terabytes of data per day

(“data graveyards”)
— Entertainment companies
find the music/movie that | like
— People
own
more than 50’000 still images taken with HD digital cameras
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« We are drowning in what has become the Big Data Lake (or Swamp)

Zettabytes | = Storage requirements growing 20-40% per year,
Using the IDC / EMC Study of the Topic

= I[nformation doubling every 18-24 months

Exabytes The Digital Universe CACHESES

The measure of all digital data created, replicated
and consumed in a single year

Petabytes
Zettabytes

40 Zettabytes

in 2020

Terabytes

2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020

Gigabytes

The Internet is growing at a rate of 14% a year
Google’s index contains more than 35 billion pages

In
2020, an estimated data volume of 40 ZB (!) is created, replicated and consumed in a single year.
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* So, how long does it take to read 1 Petabyte? All data points as of 2017:

Device / Channel

Hard Disk
Solid State Disk
M.2 Flash Drive

USB 3.0

PCI-E 2.0
Ethernet 100GB
Fibre 128GFC

* We can’t beat physics..

0.55
3.5

0.64
4

10
13
700

Time to read

1.8s
0.3s

1.6s
0.3s
0.1s
0.08s
1.4ms

.but we can apply brute force

58d

30m 21d
5m 80h
26m 18d
4m 70h
100s 28h
77s 22h
1.4s 24m

clouds have between 1-5 million servers

158y
58y
9y

50y
8y
3y
2.5y
16d

158'000y
57°000y
9’000y

50’000y
7’900y
3’200y
2’400y
45y
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learning

paradigms as 20 years ago

5000
4soo€
4000;
35005
3ooo§
zsooé

2000 -

Theoretical peak (GFLOP/s)

1500 -
1000 -
500 -

0 1 witametis.

deep

operates with similar

through the use of GPUs and now through special chips, it has become
possible to train extremely large networks with a brute-forc ethod

GPUs with 5000+ CUDA cores

NVIDIA Titan/Tesla: high-performance % GeForce GTXTITAX NVIDIA GPU SP

GeForce GTX 680

2
¥
.\(\‘\Q GeForce GTX 580 ‘
e GeForce GTX 480 KD
40° NVIDIA GPU DP
'\QQQ GeForce GTX 280
Tesla C2075 Haswel
eForce 7§80 : < -

force 6800 U Bloomfield Sandy /Bndg( Ivy Bridge

BOdcrest Haggértown,

Tesla C1060Wesipere

2000

Forc#FX 5800 Prg

2002 2004 2008
Release date

2010 2012 2014

N\

SP: single precision (32 bits)

DP: double precision (64 bits)

he bigges

CUDA

h

t improvement
was the creation of

ig
(like Googles TPUs) and cloud
compute ha

lalized chips
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0.1.1 Example 1: Good Support for Search (Internet)

« The algorithms of search engine are very sophisticated

« A few statistical figures (2017): 40+ billion pages, 60+ trillion unique URIs, 100+PB index size
— Search engines are capable to index less and less of the Web

— A web page 5 10KB; with 40+ billion pages
400+ TB of text data. 60+ trillion unique URIs, the estimated size is 100
PB 40’000 queries per second
,deep“ web

« 800 Billion pages in the deep web with around 8 PByte of data (as of 2002)
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* Problems
— Quality and up-to-dateness

— Search engines started to focus on the most frequent search topics

— Coverage of search engines is well below 1%

information is not automatically transported to persons with a certain information need

— Searching for images, audio files, and videos is rather primitive
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0.1.2 Example 2: Satisfactory Search Support (Companies, Personal Data)

« Companies host different systems to operate different document types:

« Over the years, different solutions provided the necessary services

« IBM Watson technology has substantially improved the ability of machines to parse and understand
human language

« IBM has continued to improve analytics and language
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* Problems: badly structured and less connected data

Internal Documents

edia Archive

Central Index

—

Topics of this Course
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» The same applies to your own personal data....honestly, can you easily find data?
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0.1.3 Example 3: No Special Search Support (Media, Surveillence)

* News papers maintain huge archives of images

manually browse through numerous images in the catalogue

hire a photographer to
produce a new, similar image
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The archive of television and radio stations contain material over several decades

To quickly react on new developments, TV and radio stations maintain “prepared answers”

Media Archives

“Oscar winner for best
actor is . Amous for
his role in “The Hunt

for Gold”....

@

Very Important People

l.
1@ 20 )
(e

®

i
W E
AN

/ I
i

Pre-selected media items to document
news around VIPs

Page 0-18
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 Even worse Satellites (NASA/ESA) produce large
guantities of data every day. data is directly moved into an archive

sunburst:
8/24/1999

»

’ Sensing data
1980 - 2010

&
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0.2 The Retrieval Problem

Given
— N documents (Dy; ..., Dy.1)
— Query Q of user

Problem

— Ranked list of k documents D; (0<j<N) which match the query sufficiently well;
ranking with respect to relevance of document to the query

Topics of this-course
— Low-levelfeature.extraction
— “Machine learning
— Retrievalrmodels

— Index structures

— Ranking of retrieved documents
— Web retrieval-and informatign hidden in a network
— Performance measurements
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* What are the actual goals of the user?
— Find all relevant pieces of information

— Find quickly an answer to an information need

how to compare two retrieval systems based on the
relevance of their results
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* The principle ingredients of information retrieval

(zuirich, oerlikon) —» pos 5
(kollege , kumpel,mitarbeiter) — pos 13

(versuch, test) —» pos 17

Features
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0.2.1 Content Modeling and Feature Extraction

Text Documents Images

©

C
Feature
Extraction

dociD.=doc10 \
dog— ' word 10, word 25 .ﬁ

[ cat— | word 13 t
. home > word 2, word 27

v

Color Histogram
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Audio Files

Phonemes: imnOrd@namfo:rmita:gs...
Text: Im Norden am Vormittag...
S

(i @

Movie Sequences Key-Frames...

Audio Signal

Subtitle: [President] | never had ....
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* Higher level features (object recognition, motion detection, genres, moods,...)
— Signal information is too low level and too noisy

— Feature extraction based on machine learning abstracts lower level signal information

c
R
o

>

SIFT / HOG

fixed

MFCC

fixed

Parse Tree
Syntactic

fixed

Ve

K-Means/
pooling

unsupervised

Mixture of
Gaussians

unsupervised

n-grams
(of words)

\unsupervised

classifier

supervised

classifier

4

supervised

classifier

supervised

car

\'d e p\
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0.2.2 Meta Data

« Meta data contain information about a document

— Filename, Data Format, Size, Author, Owner, Date, Time, Price
— Description, Categories, Key Words
— Relationship to other Objects, Link Structure (Web)

* /. MPEG-7 is’a standard established

« Search over meta data often becomes a fuzzy retrieval task
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0.2.3 Document Types Considered in this Course

* The course addresses
— Text,
— Web Page,
— XML
— Image
— Audio File
— Video File

The course will describe methods to extract features, to organize features in an index structure, and

to quickly retrieve relevant items for a query.

« The primary focus is on feature extraction, indexing and searching
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0.2.4 Search Paradigms and Retrieval Models

« Typing in the URI of a document (or using a bookmark or link)

— Browsing: Yahoo!

e.g. Animal -> Fish -> Perch

— Keyword-based Search

Focus

» Boolean Retrieval: ,white AND house* ,white ADJ house”
» Vector Space Retrieval: retrieval with weighted terms
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« Search Paradigms (contd):

Meta Search

>
<
@
o
— Special Search Engines
— Similarity Search 78 : e
N
-
O
LO,_— Interaction & Visualization
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0.2.5 Index Structures

« Feature extraction algorithms condense the contents of a document
These features have to be indexed

— Inverted List

— Signatures

— High-Dimensional Index Structures

— Brute Force

Multimedia Retrieval — 2018 0.2.5 Index Structures Page 0-30




* Inverted Lists

« Signatures

String

Features

Apply Hash
Function

Signature

document
D2(1)/ D5(2)) D7(1)., D19(3) term frequenc
= + —
cat Dz(z) D3(1) DlO(l) D19(2) D32(2), D45(1) D48(1)

inverted list

C1C2C3 ... Ck | B Ild
C1Cz C1C3 (€203 (€4 ... Cg—2Ck—1 Cr—-1Ck b'/b””}“d/
(Pos(ci) - |Alphabet| + Pos(ci+1)) mod 17 ( O( 3 15; ), )
/ ;

i, @
o
P i N

1661000'000000010

— Search: with logical operators; let g be a query signature and d the signature of a document;
then, d is hitforq,if gA(—-d)=0
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« Similarity between documents

» Closeness between features is expressed with appropriate metrics

« How can we index such spaces?

A )
— [ ] ) ///, .\\\\\\
| //z/ o // o }
S ® 'y ) | | °
¢ J ® A
) ® ) I e by o
— ~ ® o | o 4
g 777777—.\’) \ L/
Vo ) ° ° S \® £ ¢ °
( Euclidea \ O 4
\ ° ® = o
N — o ® Maximum Norm
o\, ® 88 oo ° o9 e o
° ° °
3 30:. () " S.°? H g o o
H ° o0 e ° oo o °
e o o3 % o * ®e R —
o000 ° — o
[ ) o \\\
o ° ®e ¢ * «‘Quadratic Functit
: A O ° *e e ::))/U/ I
/Nanhattay. [ ) [ )
| ° ° Y
——— °
° °

\ ,

based on the distances between features
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High-dimensional index structures:

Number of Dimensions < 5

Feature Space

root

OO O

000

R-Tree
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* High-dimensional index structures:
— Number of Dimensions > 10

Feature Space Vectors

° ° 0.1 0.9

11 L —lo| 0608
N e 0104

10 \ o, 0901

00

00 01 10

11

Approximations

@ 0011
© 10 11
© 0001
© 11 00

Y
9|l4-VA
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0.2.6 Ranking of Results

» Queries against large collections typically lead numerous results

« Ranking criteria depend on the document and feature type
— Text Retrieval
— Web Retrieval

— Image Retrieval

— Multimedia Retrieval
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0.3 Course Schedule
Chapter O: Introduction (38 pages, 2 hours)

Chapter 1: Performance Evaluation (27 pages, 3 hours)
* Boolean Retrieval
* Retrieval with Ordering of Documents
» Performance of Machine Learning

Chapter 2: Text Retrieval (67 pages, 7 hours)
 Term Extraction
* Models for Text Retrieval
* Index Structures

Chapter 3: Web Retrieval (35 pages, 4 hours)
« Size of the Web and its Coverage by Search Engines
« Ordering Web Pages with the Example of Google
» Considering the Context of a Page (Hubs & Authorities, PageRank)
 Architecture of a Search Engine and Crawler
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Chapter 4: Basic Image, Audio, and Video Retrieval

(127 pages, 10 hours)

« Feature Extraction and Relevance Evaluation (Similarity, Distance)

* Methods and Techniques for Images
« Methods and Techniques for Audio Files
« Methods and Techniques for Video Files

Chapter 5: High-level Features with Machine Learning (96 pages, 10 hours)

« Machine Learning Basics
« Data Preparation
« Methods and Applications

Chapter 6: Similarity Search (40 pages, 4 hours)
« Meta Data Search
* Index Structures for Similarity Search
« Evaluation of Complex Queries

Chapter 7: Relevance Feedback (15 pages, 1 hours)
 Feedback Models

[usually at risk to be dropped]
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Sep 19
Sep 26
Oct 3

Oct 10
Oct 17
Oct 24
Oct 31
Nov 7

Nov 14
Nov 21
Nov 28
Dec 5

Dec 12

Dec 19

8—-11

Chapter 0: 1 — 38

no lecture
Chapter 1:
Chapter 2:
Chapter 2:
Chapter 3:
Chapter 4:
Chapter 4:
Chapter 4:
Chapter 5:
Chapter 5:
Chapter 5:
Chapter 6:
Chapter 6:

Chapter 1: 1 -

Chapter 2:
Chapter 3:

Chapter 4.

Chapter 5:

Chapter 7:
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